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Lecture 2 — 9/3/10

Definition 2.1. A metric space is a set X with a map
d : X ×X → R such that ∀x, y, z ∈ X,

1. d(x, y) = 0 iff x = y.

2. d(x, y) = d(y, x).

3. d(x, z) ≤ d(x, y) + d(y, z).

Example.

1. Rn is a metric space with the Euclidean distance
d(x, y) =

√∑
i(xi − yi)2.

2. Rn with the taxicab metric: d(x, y) =
∑
i |xi − yi|.

3. Let X be any metric space, X0 ⊆ X. Then X0 is a
metric space.

4. Let X be any set. The discrete metric is given by

d(x, y) =

{
0 x = y

1 x 6= y

Definition 2.2. A sequence of numbers x1, x2, . . . ∈ X
a metric space with metric d is said to converge to x ∈ X
if ∀ε > 0,∃N : d(xn, x) < ε,∀n > N .

Definition 2.3. Let (X, d), (X ′, d′) be metric spaces. A
map f : X → X ′ is an isometry if ∀x, y ∈ X,

d′(f(x), f(y)) = d(x, y)

We say f is continuous if ∀x1, x2, . . . ∈ X,

xi → x =⇒ f(xi)→ f(x)

Note. If d′(f(x), f(y)) ≤ c · d(x, y) for some c ≥ 0, then
f is continuous.

Example. The function id : Rn
taxicab

−→ Rn
Euclidean

is bicon-

tinuous but is not an isometry.

Definition 2.4. Let X be a metric space. A subset K ⊆
X is closed if ∀y1, y2, . . . ∈ K, yi → x ∈ X =⇒ x ∈ K. A
subset U ⊆ X is open if X − U is closed.

Proposition 2.5. U ⊆ X is open iff ∀x ∈ U,∃ε > 0 :
∀y ∈ X, d(x, y) < ε =⇒ y ∈ U .

Proof.

=⇒ Suppose U open. Let x ∈ U , and try to choose
points x1, x2, . . . such that d(x, xi) = 1

i , xi /∈ U . If
we succeed, xi → x, and xi ∈ U =⇒ x ∈ U by
closedness. ⇒⇐.

⇐= Suppose that ∀x ∈ U,∃ε > 0 : ∀y ∈ X,
d(x, y) < ε =⇒ y ∈ U . Choose x1, x2, . . . ∈ X − U
such that xi → x ∈ X, and suppose x /∈ X − U .
Then x ∈ U . But then, by assumption, xi 6→ x.
⇒⇐. �

Theorem 2.6. Let (X, d), (X ′, d′) be metric spaces, let
f : X → X ′. TFAE:

1. f is continuous.

2. If K ⊆ X ′ is closed, f−1(K) is closed.

3. If U ⊆ X ′ is open, f−1(U) is open.

4. ∀x ∈ X,∀ε > 0,∃δ > 0 : ∀y ∈ Y, d(x, y) < δ =⇒
d′(f(x), f(y)) < ε.

Lemma 2.7. Let X a metric space, x ∈ X. Then

Bε(x) := {y ∈ X : d(x, y) < ε}

is open.

Proof. Let y ∈ Bε(x). This means that d(x, y) < ε.
Fix z such that d(z, y) < ε − d(x, y). Then d(x, yz) ≤
d(x, y) + d(y, z) < ε. Hence, by Prop., z ∈ Bε(x) =⇒
Bε(x) open. �

Proof. (of Theorem)

1 ⇒ 2. Say K ⊆ X ′ is closed. Let x1, x2, . . . ∈ f−1(K),
xi → x ∈ X. Then f(xi) ∈ K, f(xi) → f(x) by
continuity. f(x) ∈ K =⇒ x ∈ f−1(K).

2 ⇒ 3. U open =⇒ X ′−U closed =⇒ f−1(X−U) closed
=⇒ f−1(U) = X − f−1(X ′ − u) open.

3 ⇒ 4. Let x ∈ X, ε > 0. Bε(f(x)) ⊆ X ′ is
open, and by assumption, f−1(Bε(f(x))) ⊆ X is
open. Let x ∈ f−1(Bε(f(x))). Then ∃δ < 0 :
Bδ(x) ⊂ f−1(Bε(f(x))). Thus, d(x, y) < δ =⇒
d′(f(x), f(y)) < ε.

4 ⇒ 1. Suppose xn → x. Let ε < 0. By (4), ∃δ > 0 :
d(x, y) < δ =⇒ d′(f(x), f(y)) < ε. So, d(x, xi) < δ
for i� 0, by convergence. �

Lecture 3 — 9/8/10

Definition 3.1. A topological space is a set X together
with a collection (a topology) {U} of subsets of X, called
open sets, such that

1. ∅, X are open.

2. Any union of open sets is open.

3. If U and U ′ are open, U ∩ U ′ is open.

1
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Definition 3.2. Alternatively, we may frame a topolog-
ical space as a set X with a collection of closed subsets
{K}, such that

1. ∅, X are closed.

2. Any intersection of closed sets is closed.

3. If K and K ′ are closed, K ∪K ′ is closed.

and where a subset U ∈ X is open if X − U is closed.

Example. Let (X, d) be a metric space. Then X has a
topology where a subset U ⊆ X is open if X−U is closed.

Proof.

1. Clearly, ∅ and X are closed.

2. Say we have closed subsets Kα ⊆ X,K =
⋂
Kα.

Want: K closed. Say x1, x2, . . . ∈ K,xi → x ∈ X.
Since xi ∈ Kα,∀i, α, and since each Kα is closed,
x ∈ Kα =⇒ x ∈ K.

3. Let K,K ′ ⊆ X be closed. Say x1, x2, . . . ∈ K ∪K ′
converges to x ∈ X. WLOG, assume infinitely
many points in the sequence x1, x2, . . . belong to
K. xi1 , xi2 , . . . ∈ K converges to x =⇒ x ∈ K =⇒
x ∈ K ∪K ′. �

Example. Let X be any set. Then X has a topology
where all subsets of X are open. This is called the discrete
topology and comes from the discrete metric.

Example. Let X be any set. There is a topology on X
where the only open sets are ∅ and X. This is called the
trivial topology.

Definition 3.3. Let X,Y be topological spaces. A map
f : X → Y is continuous if ∀U ⊆ Y is open, f−1(U) ⊆ X
is open.

Example. If X has the discrete topology or Y has the
trivial topology, every map f : X → Y is continuous.

Proposition 3.4. Let X be any topological space,
X0 ⊆ X any subset of X. Then

1. There is a smallest closed set K ⊇ X0.

2. There is a largest open set U ⊆ X0.

Proof.

1. Let K be the intersection of all closed sets contain-
ing X0 =⇒ K closed.

2. Let U be the union of all open sets contained in
X0 =⇒ U open. �

Definition 3.5. Define U,K as above. U is the interior

of X0, denoted X̊0. K is the closure of X0, denoted X0.

Example. Let X = R, X0 = (0, 1]. Then X0 = [0, 1],
X̊0 = (0, 1).

Proposition 3.6. Let X be a metric space, X0 ⊆ X.
Then x ∈ X0 if ∃ a sequence xn → x, and x ∈ X̊0 if
∃ε > 0 : Bε(x) ∈ X0.

Proof.

1. Let Y = {x ∈ X : ∃x1, x2, . . . ∈ X0, xi → x} ⊆ X.
Clearly, Y ⊆ X0. Want: Y = X0 ⇐⇒ Y is
closed. Let y1, y2, . . . ∈ Y, yi → y ∈ X. Since
yi ∈ Y, ∃xi ∈ X0 : d(xi, yi) < 1

2i . Hence,
yi, xi → y =⇒ y ∈ Y =⇒ Y closed.

2. Let Z = {x ∈ X : ∃ε > 0 : Bε(x) ⊆ X0} ⊆ X. We
will first show that if U ⊆ X0 open, then U ⊆ Z. If
x /∈ Z, then B1(x) 6⊆ X0, B1/2(x) 6⊆ X0, . . .

∃x1 /∈ X0 : d(x, x1) < 1

∃x2 /∈ X0 : d(x, x2) <
1

2
...

Clearly, xi → x. But ∀i, xi ∈ X − U =⇒
x ∈ X − U . Hence, U ⊆ Z =⇒ X̊0 ⊆ Z.
Want: Z = X̊0 ⇐⇒ Z open. ∀x ∈ Z,∃εx > 0 :
Bεx(x) ⊆ X0.

⋃
xBεx(x) = Z =⇒ Z open. �

Proposition 3.7. Let X a topological space, Y,Z ⊆ X.

1. ∅ = ∅

2. Y ⊆ Y

3. Y = Y

4. Y ∪ Z = Y ∪ Z

5. Y ⊆ Z =⇒ Y ⊆ Z

Proof.

4. Y ∪ Z ⊆ Y ∪ Z by definition of closure.
Y ⊆ Y ∪ Z ⊆ Y ∪ Z =⇒ Y ⊆ Y ∪ Z. Similarly,
we have Z ⊆ Y ∪ Z. So Y ∪ Z ⊆ Y ∪ Z. �

Definition 3.8. A topological space is a set X together
with an operator on subsets of X, Y → Y , satisfying 1,
2, 3, and 4 (5 may also be necessary).

Proof. (Sketch)
Let X be a set with such an operator. Say Y ⊆ X is
closed if Y = Y . By axioms 1, 2 of the new definition,
axiom 1 of the original definition is satisfied. Axiom 4 of
the new definition implies axiom 3 of the original. Want:
Yα = Y α =⇒

⋂
Yα =

⋂
Y α. The ⊇ direction is ob-

vious. The ⊆ direction is derived from new axiom 5:⋂
Yα ⊆ Yα =⇒

⋂
Yα ⊂ Y α. �

2
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Lecture 4 — 9/10/10

Definition 4.1. Let X be a topological space, x ∈ X. A
neighborhood of x is an open set U ⊆ X containing x.

Observation 4.2. A subset Y ⊆ X is open iff ∀x ∈ Y ,
there exists a neighborhood of x which is contained in Y .

Proof. =⇒ trivial

⇐= Assume ∀x ∈ Y, ∃ a neighborhood Ux ⊆ Y of x.
Y ⊆

⋃
x∈Y Ux ⊆ Y =⇒ Y open. �

Definition 4.3. Let X be a topological space. A basis
for the topology of X is a collection B = {UB ⊆ X} such
that

1. Each UB is open.

2. ∀U ⊆ X open, U =
⋃
UB for some UB ∈ B.

Example. Let (X, d) be a metric space. Then
{Bε(x)}ε>0,x∈X is a basis for the topology on X.

Proof. 1. Bε(X) open. X

2. Let U ⊆ X open. Clearly,
⋃

x,ε:Bε(x)⊆U

Bε(x) ⊆ U .

Want: x ∈ U =⇒ x ∈ Bε(y) ⊆ U for some y ∈ X.
We can choose y = x for ε small enough. �

Example. Let X = R. The collection of sets {(a, b)}a<b
is a basis for the usual topology on R. Hence, the topol-
ogy on R can be defined purely in terms of the ordering
on R.

Proposition 4.4. Let X be a topological space, Y ⊆ X.
Then Y has the structure of a topological space, where we
say a subset U ⊆ Y is open (in Y ) if ∃U ′ ∈ X open such
that U = U ′ ∩ Y . Equivalently, we can say K ⊆ Y is
closed in Y if ∃K ′ ⊆ X closed such that K = K ′ ∩ Y .
This topology on Y is called the subspace topology or the
induced topology.

Proof.

1. ∅ = ∅ ∩ Y, Y = X ∩ Y .

2. Say Uα ⊆ Y open in Y . Then Uα = U ′α ∩ Y for
some U ′α open in X. V ∩ Y =

⋃
α U
′
α ∩ Y =

⋃
α Uα.

3. Say U, V ⊆ Y open in Y . Then U = U ′ ∩ Y ,
V = V ′ ∩ Y for some U ′, V ′ ⊆ X open in X.
(U ′ ∩ V ′︸ ︷︷ ︸
open in X

) ∩ Y = U ∩ U ′. �

Claim 4.5. We can always choose K ′ = K.

Proof. Assume K = K ′ ∩ Y . K ′ ⊆ X is closed.
K ⊆ K ⊆ K ′ =⇒ K ⊆ Y ∩ K ⊆ Y ∩ K ′ = K =⇒
Y ∩K = K. �

Claim 4.6. Let X be a topological space, Y ⊆ X
a subspace. Let Z be any other space. A function
f : Z → Y ⊆ X is continuous as a function Z → X iff
it is continuous as a function Z → Y .

Proof. f : Z → X is continuous iff ∀V ⊆ X open,
f−1(V ) ⊆ Z open. f : Z → Y is continuous
iff ∀V ⊆ X open, f−1(V ∩ X) ⊆ Z open in Z.
f−1(V ) = f−1(V ∩ Y ). �

Note. In particular, the inclusion map Y ↪−→ X is con-
tinuous.

Proposition 4.7. Let X,Y be topological spaces. Say a
set W ⊆ X × Y is open if ∀(x, y) ∈ W, ∃ a neighborhood
U(x,y) ⊆ X of x and a neighborhood V(x,y) ⊆ Y of y such
that U(x,y) × V(x,y) ⊆ W . This equips X × Y with the
structure of a topological space and is called the product
topology. In particular, note that

W ⊆
⋃

(x,y)∈W

U(x,y) × V(x,y) ⊆W

so X×Y has a basis of open sets of the form U×V,U ⊆ X
open, V ⊆ Y open.

Proof.

1. ∅ ⊆ X × Y open, X × Y ⊆ X × Y open.

2. Say W =
⋃
Wα for some Wα open. (x, y) ∈W =⇒

(x, y) ∈Wα. Hence, ∀α,∃U ⊆ X, V ⊆ Y both open
such that U × V ⊆Wα ⊆W .

3. Let W,W ′ ⊆ X × Y open. (x, y) ∈ W ∩W ′ =⇒
(x, y) ∈ W =⇒ ∃U, V open such that U × V ⊆ W .
(x, y) ∈ W ∩W ′ =⇒ (x, y) ∈ W ′ =⇒ ∃U ′, V ′ open
such that U ′ × V ′ ⊆ W ′. (U ∩ U ′︸ ︷︷ ︸

open

) × (V ∩ V ′︸ ︷︷ ︸
open

) =

(U × V ) ∩ (U ′ × V ′) ⊆W ∩W ′. �

Lecture 5 — 9/13/10

Definition 5.1. Let X be a topological space,
x1, x2, . . . ∈ X. We say that xn converges to a point
x ∈ X if ∀U a neighborhood of x, ∃k ∈ N : ∀n > k,
xn ∈ U .

Claim 5.2. If (X, d) a metric space, metric space con-
vergence is equivalent to topological convergence.

Proof.

=⇒ Any neighborhood U of x, we can find Bε(x) ⊆ U
for some ε > 0.

⇐= Take U = Bε(x). �

Example. Let X any set with the trivial topology. Then
every sequence converges.

3
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Definition 5.3. A topological space X is said to be
Hausdorff if ∀x, y ∈ X : x 6= y,∃ an open neighborhood U
of x and an open neighborhood V of y such that U∩V = ∅.

Example. Any set with the trivial topology is not Haus-
dorff.

Claim 5.4. If X is Hausdorff, then the sequence
x1, x2, . . . ∈ X converges to at most one point.

Proof. Suppose that the claim does not hold: xn → x
and xn → y, x 6= y. Since X is Hausdorff, ∃ neigh-
borhoods U of x and V of y, U ∩ V = ∅. Then
∃u : ∀n > u, xn ∈ U and also ∃v : ∀n > v, xn ∈ V .
⇒⇐ �

Proposition 5.5. Let X be any topological space. TFAE:

1. X is Hausdorff.

2. The diagonal subset, {(x, x) : x ∈ X} ⊆ X ×X, is
closed.

Proof.

=⇒ We will show that W := {(x, y) : x 6= y} ⊂ X ×X
is open. If x 6= y,∃U(x,y), V(x,y), disjoint neighbor-
hoods of x and y respectively. Since they are dis-
joint, U(x,y)×V(x,y) ⊆W ⊆ X×X; by definition of
the product topology, we have U(x,y) × V(x,y) open.
W ⊆

⋃
x 6=y U(x,y) × V(x,y) ⊆W =⇒W open.

⇐= Assume that the diagonal subset is closed; i.e., W
is open. W is a union of basic open sets of the form
U ×V , U, V ∈ X open. Given (x, y) ∈ U ×V ⊆W ,
we have U a neighborhood of x, V a neighborhood
of y. If U ∩V 6= ∅,∃z ∈ U ∩V =⇒ (z, z) ∈ U ×V ⊆
W . ⇒⇐. �

Example. If (X, d) a metric space, then X is Hausdorff.

Proof. Say x, y ∈ X,x 6= y. Then d(x, y) = r > 0. Let
U = Br/2(x), V = Br/2(y). Suppose U ∩ V 6= ∅. Then
∃z ∈ U ∩ V =⇒ d(x, z) < r

2 , d(z, y) < r
2 . But by the

triangle inequality,

r = d(x, y) ≤ d(x, z) + d(z, y) <
r

2
+
r

2
= r

⇒⇐. �

Proposition 5.6. Let X be a Hausdorff space, Y ⊆ X.
Then Y , with the induced topology, is Hausdorff.

Proof. Let y, y′ ∈ Y ⊆ X : y 6= y′. Since X is Hausdorff,
∃U,U ′ ⊆ X neighborhoods of y, y′ respectively such that
U ∩ U ′ = ∅. By definition, U ∩ Y,U ′ ∩ Y ⊆ Y are open.
Clearly, (U ∩ Y ) ∩ (V ∩ Y ) = ∅. �

Proposition 5.7. Let X,Y be Hausdorff spaces. Then
X × Y with the product topology is Hausdorff.

Proof. Let (x, y), (x′, y′) ∈ X × Y such that
(x, y) 6= (x′, y′). WLOG, assume x 6= x′. SinceX is Haus-
dorff, ∃U,U ′ ⊆ X neighborhoods of x, x′ respectively sch
that U ∩ U ′ = ∅. Then U × Y,U ′ × Y ⊆ X × Y are
open. We have (x, y) ∈ U × Y, (x′, y′) ∈ U ′ × Y . But
(U × Y ) ∩ (V × Y ) = (U ∩ V ) × Y = ∅ × Y = ∅, as
desired. �

Claim 5.8. Let X be any topological space. Then K ⊆ X
is closed only if x1, x2, . . . ∈ K,xn → x =⇒ x ∈ K.

Proof. Say x /∈ K ⇐⇒ x ∈ X − K open. Then
xn ∈ X −K for n� 0. Since xn ∈ K, ⇒⇐. �

Claim 5.9. Let A be any linearly ordered set. Say that
a subset U ⊆ A is open if ∀a ∈ U,∃a′ < a : (a′, a] =
{b ∈ A : a′ < b ≤ a} ⊆ U . This forms a topology on A.

Example. (Counterexample)
Choose A such that A has no largest element and A

has no cofinal sequences (i.e., all sequences a1, a2, . . . ∈ A
are bounded). Let A+ = A∪{∞}, where ∀a ∈ A,∞ > a.
A is not closed in A+, but any convergent sequence in A
has a limit in A.

Lecture 6 — 9/15/10

Claim 6.1. If X is any topological space and K ⊆ X is
closed, then x1, x2, . . . ∈ K : xn → x ∈ X =⇒ x ∈ K.
However, the converse fails in general.

Claim 6.2. Let X be any set. Then there is a topology
on X where a set K is closed iff either K = X or K is
countable. We will call this the cocountable topology.

Proof.

1. ∅ ⊆ X closed because it is countable. X ⊆ X is
closed.

2. Let Kα closed. If ∀α,Kα = X then
⋂
αKα = X is

closed. If ∃β : Kβ 6= X, then Kβ is countable and⋂
αKα is countable, and hence closed.

3. If K,K ′ are closed, then K ∪K ′ is closed. If either
K,K ′ = X, then K ∪K ′ = X is closed. If neither
K,K ′ = X, then both are countable, and K ∪K ′ is
countable, and hence closed. �

Claim 6.3. A sequence x1, x2, . . . ∈ X, where X is taken
with the cocountable topology, converges to x iff xn = x
for all n� 0.

Proof. Let xn → x, and suppose there are infinitely
many indices ij ∈ N such that xij 6= x. Consider
U = X − {xij}. Since {xij} is countable, U is open.
But x ∈ U , and hence @k : ∀n > k, xn ∈ U . ⇒⇐. The
other direction is trivial. �
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Note. It follows that every subset Y ⊆ X satisfies

(∗) If (xn) ∈ Y converging to x ∈ X, then x ∈ Y .

But if X is uncountable, then not every subset of X is
closed. Also, note that X is not Hausdorff. Supposing
x ∈ U open, y ∈ V open, we must have U∩V is nonempty,
else X = (X − U) ∪ (X − V ), but then X is countable.

Definition 6.4. A topological space X is first-
countable if ∀x ∈ X, there is a sequence of subsets
U1, U2, . . . ⊆ X containing x such that every neigh-
borhood U of x contains some Un. WLOG, assume
U1 ⊇ U2 ⊇ U3 ⊇ . . . 3 x (we may simply replace the
sequence Un with U1, U1 ∩ U2, U1 ∩ U2 ∩ U3, . . .).

Example. Let X be a metric space. The metric topology
on X is first countable.

Proof. Simply consider the sequence B1/n(x). �

Proposition 6.5. Let X be a first countable topological
space. Then a set K ⊆ X is closed iff x1, x2, . . . ∈ K :
xn → x ∈ X =⇒ x ∈ K.

Proof.

=⇒ True in any topological space.

⇐= Assume that x1, x2, . . . ∈ K : xn → x ∈ X =⇒
x ∈ K. Suppose x ∈ X −K. X is first countable,
so ∃U1 ⊇ U2 ⊇ . . . 3 x such that any open neigh-
borhood U of x contains some Un. We claim that
Un ⊆ X −K for some n. Suppose not. Then

∃x1 ∈ U1, x1 ∈ K
∃x2 ∈ U2, x2 ∈ K

...

By assumption xn → x. ∀ neighborhoods U of x,
xn ∈ U for n� 0. But this means x ∈ K. ⇒⇐. So
every x has some neighborhood Ux ⊆ X−K. Then
X −K ⊆

⋃
x∈X−K Ux ⊆ X −K. So X −K open,

and K closed. �

Proposition 6.6. Let X,Y be topological spaces,
f : X → Y . If f is continuous, then f satisfies

(∗′) (xn)→ x ∈ X =⇒ f(xn)→ f(x) ∈ Y .

Moreover, X is first countable, (∗′) =⇒ f continuous.

Proof.

=⇒ Assume f continuous. Suppose xn → x. Want:
f(xn) → f(x). Let U ⊆ Y be an open set contain-
ing f(x). f−1(U) ⊆ X is an open set containing
x. By definition of convergence, xn ∈ f−1(U) for
n� 0. Then f(xn) ∈ U =⇒ f(xn)→ x.

⇐= Assume f satisfies (∗′), and additionally that X is
first countable. Suppose K ⊆ Y closed. Want:
f−1(K) closed. By Claim 6.5 we can equivalently
show that if xn ∈ f−1(K) converges to x ∈ X,
then x ∈ f−1(K). Clearly, we will have f(xn) ∈ K,
f(xn) → f(x). Since K closed, f(x) ∈ K. So
x ∈ f−1(K), which means f−1(K) is closed and
hence f is continuous. �

Definition 6.7. A topological space X is second-
countable if there exists a countable sequence of open
sets Un which forms a basis for the topology of X.

Note. Every secound-countable space is first-countable.

Proof. Let X be a second-countable space and {Un} be
a countable base. Let x ∈ X and consider {Ui : Ui 3 x}.
If U is a neighborhood of x, it can be written as a union
of some of the Ui. Hence, x ∈ U =⇒ x ∈ Un for some n,
and Un ⊆ U , so X is first-countable. �

Example. Not every metric space is second-countable.
For example, take X with the discrete metric. In par-
ticular, ∀x ∈ X, {x} = B1(x) is open. Hence, any basis
for the topology of X must contain each {x}. If X is
uncountable, the topology on X is not second-countable.

Definition 6.8. If X is a topological space, a set Y ⊆ X
is called dense if Y = X.

Claim 6.9. If X is second-countable, then there exists a
countable dense subset of X.

Proof. Say U0, U1, U2, . . . are a basis for the topology of
X, U0 = ∅ and Ui 6= ∅ for i 6= 0. Then ∃xi ∈ Ui for
i > 0, yielding a sequence (xi) ∈ X. We claim that this
sequence in dense. Say U ⊆ X is nonempty and open.
Then U is the union of some number of basis sets, which
means there is some xi ∈ U . �

Claim 6.10. If X is a metric space with a countable
dense subset, X is second-countable.

Proof. Consider the set {B1/n(xm)}m,n>0. We claim
that this is a basis for the metric topology of X. Say
U ⊆ X is open, let

U ′ =
⋃
m,n:

B1/n(xm)⊆U

B1/n(xm) ⊆ U.

Want U ⊆ U ′. Say x ∈ U . Then ∃n : B1/n(x) ⊆ U . Then
B1/2n(x) 3 xm for some m. So x ∈ B1/2n(xm). To prove
that x ∈ U ′, we need to know that B1/2(xm) ⊆ U . We

know that ∀y ∈ B1/2(xm), d(y, xm) < 1
2n , d(x, xm) < 1

2n ,

and by the triangle inequality, d(x, y) < 1
n . But this im-

plies B1/2(xm) ⊆ B1/n(x) ⊆ U . �

Example. R is second-countable since Q ⊂ R is a count-
able dense subset.

5
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Lecture 7 — 9/17/10

Definition 7.1. A partially ordered set (poset) is a set
A with a relation ≤ satisfying

1. a ≤ b, b ≤ a =⇒ a = b.

2. a ≤ a.

3. a ≤ b, b ≤ c =⇒ a ≤ c.

We do not assume that only a ≤ b or b ≤ a can hold (i.e.,
total ordering).

Example.

1. N with the ordering 0 < 1 < 2 < . . .

2. R

3. The collection of all subsets S ⊆ X for a fixed set
X, ordered by S ≤ T ⇐⇒ T ⊆ S. We will refer to
this ordering as “reverse inclusion.”

Remark. For a sequence (xn), if statements P and Q
have the property that

∃n′0 : ∀n > n0, P (xn)

∃n′′0 : ∀n > n0, Q(xn)

then we can easily conclude that ∃n0 : ∀n > n0, P (xn) ∧
Q(xn). We want a notion of sequences for topological
spaces that shares this behavior.

Definition 7.2. A partially ordered set A is filtered if

1. A is not empty.

2. ∀a, b ∈ A,∃c ∈ A : a ≤ c, b ≤ c

Note that the second condition is automatic if A is totally
ordered.

Example. Let X be any set. The collection of sub-
sets of X (ordered by reverse inclusion) is filtered. (1)
is clear. To show (2), note that ∀S, T ⊆ X, we have
S ≤ S ∩ T, T ≤ S ∩ T . Note that S ∩ T is the least upper
bound, but not the only upper bound (take, for example,
∅).

Claim 7.3. Let X be a topological space, x ∈ X. Let
A := {U ⊆ X : U open, x ∈ U} (ordered by reverse inclu-
sion). Then A is filtered.

Proof. 1. X ∈ A.

2. Let U, V ⊆ A. U ∩ V ∈ A =⇒ U, V ≤ U ∩ V . �

Remark. Note that A as defined above does not have a
largest element (in particular, ∅ /∈ A).

Definition 7.4. Let X a topological space. A net in X
is:

1. A filtered partially ordered set A

2. A function f : A→ X

Example. Taking A = N with the usual ordering, a net
f : A→ X yields a sequence.

Definition 7.5. A net f : A→ X inX is said to converge
to a point x ∈ X if ∀U ⊆ X open, U 3 x, ∃a ∈ A :
∀b ≥ a, f(b) ∈ U .

Proposition 7.6. Let X,Y be topological spaces, let
g : X → Y be continuous. If f : A → X is a net in
X converging to x ∈ X, then g ◦ f is a net in Y converg-
ing to g(x).

Proof. Let U ⊆ Y open containing g(x). We know
x ∈ g−1(U) open by continuity. Since f converges,
∃a ∈ A : f(b) ∈ g−1(U),∀b ≥ a. Equivalently,
g(f(b)) ∈ U . �

Proposition 7.7. Let X be a topological space, let
K ⊆ X. Then K is closed iff K satisfies

(∗) If a net f : A→ K converges to x ∈ X, then x ∈ K.

Proof.

=⇒ Suppose K closed. Let f : A→ K be a net converg-
ing to x ∈ X. Suppose for the sake of contradiction
that x ∈ X − K open. Then ∃a ∈ A : ∀b ≥ a,
f(b) ∈ X−K. In particular, we have f(a) ∈ X−K.
But by assumption, f(a) ∈ K. ⇒⇐. So we must
have K closed.

⇐= Assume (∗) (i.e., K contains limits of all nets in K).
We will show that X−K open. Let x ∈ X −K, and
define

A = {U ⊆ X open : U 3 x}
ordered by reverse inclusion. Suppose that ∀U ∈ A,
U ∩ K 6= ∅. Then we can choose xU ∈ U ∩K.
This yields a net f : A→ X, f(U) = xU . We must
show that f converges; that is, given U 3 x open,
∃a ∈ A : ∀b ≥ a, f(b) ∈ U . Take a = U ; then we
must show V ⊆ U =⇒ xV ∈ U . But this is ob-
vious since xV ∈ V ∩ K and V ⊆ U . This means
that f is actually a net in K. By (∗), we conclude
that x ∈ K. But we assumed x ∈ X − K. ⇒⇐.
So ∀x ∈ X − K, ∃Ux ∈ A : Ux ⊆ X − K,Ux 3 x.
X−K ⊆

⋃
x Ux ⊆ X−K. This means X−K open,

so K closed. �

Corollary 7.8. A function g : X → Y is continuous iff
g sends nets converging to x ∈ X to nets in Y converging
to g(x) ∈ Y .

6
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Proof. =⇒ Done.

⇐= Assume g preserves net convergence. Let K ⊆ Y
closed; we will show that g−1(K) satisfies (∗) and
hence is also closed. By assumption, g ◦ f : A→ K
is a net converging to g(x). K closed implies
g(x) ∈ K ⇐⇒ x ∈ g−1(K). Hence g−1(K)
closed. �

Lecture 8 — 9/20/10

Definition 8.1. A topological space X is disconnected
if X = ∅ or there exist closed subsets K,K ′ ⊆ X such
that K ∩ K ′ = ∅, K ∪ K ′ = X, and K,K ′ 6= ∅. X is
connected if it is not disconnected. Since K ′ = X − K,
we can equivalently stipulate disconnectedness if there ex-
ists a nonempty, non-X clopen set K, and similarly, X is
connected if the only clopen sets in X are X and ∅ (or,
rather, if there are exactly two clopen sets in X).

Theorem 8.2. The interval [0, 1] is connected.

Note. The set of real numbers R has the least upper
bound property: if S ⊆ R, S 6= ∅, S bounded above, then
∃ a smallest t ∈ R : ∀s ∈ S, s ≤ t.

Proof. Say K ⊆ [0, 1] is clopen. WLOG, assume 0 ∈ K
(else take the complement). So K 6= ∅, and we want
K = X. K ⊆ R is bounded above by 1, so K has
a least upper bound t ∈ R, 0 ≤ t ≤ 1. For every
ε > 0, t − ε < t, so t − ε is not an upper bound of K.
So ∃s ∈ K : t− ε < s ≤ t < t+ ε. This means that K in-
tersects each interval (t− ε, t+ ε) nontrivially. =⇒ t ∈ K.
Since K is closed, t ∈ K. But K is also open, so for ε
small enough, [0, 1] ∩ (t − ε, t + ε) ⊆ K. If t 6= 1, we can
choose ε such that t+ ε

2 < 1. t+ ε
2 ∈ K. ⇒⇐, since t is

the least upper bound of K. So t = 1 =⇒ 1 ∈ K.
For any r ∈ [0, 1], let Kr = K ∩ [0, r]. So Kr is a

clopen subset of [0, 1]. 0 ∈ Kr =⇒ K ⊇ Kr 3 r, so
K = [0, 1]. �

Proposition 8.3. Let f : X → Y be a continuous sur-
jection between topological spaces. If X is connected, then
Y is connected.

Proof. Y 6= ∅. Say K ⊆ Y is clopen. Then f−1(K) ⊆ X
is clopen. Since X is connected, f−1(K) = X or
f−1(K) = ∅. f is surjective, so K = f(f−1(K)). So
K = f(∅) = ∅ or K = f(X) = Y . Hence, Y is con-
nected. �

Definition 8.4. A homeomorphism between topological
spaces X,Y is a continuous map f : X → Y with a con-
tinuous inverse.

Proposition 8.5. Let X,Y be connected topological
spaces, then X × Y is connected.

Proof. X × Y is nonempty. Say K ⊆ X × Y is clopen
and nonempty. Let (x0, y0) ∈ K. Say x ∈ X, y ∈ Y ; we
want (x, y) ∈ K.

We will first show that (x, y0) ∈ K. Let

Ky0 = {(a, b) ∈ K, b = y0} ⊆ X × {y0}

The space X × {y0} is homeomorphic to X and hence is
also connected. But Ky0 = K ∩ (X × {y0}), so Ky0 is
clopen and nonempty (in the subspace topology); hence,
Ky0 = X × {y0}. So (x, y0) ∈ K.

By symmetry, we conclude similarly that (x, y) ∈ K,
and hence K = X × Y . �

Definition 8.6. Let X be a topological space. A path
in X is a continuous map γ : [0, 1] → X. We say γ is a
path from γ(0) to γ(1).

Definition 8.7. A topological space X is path-connected
if X 6= ∅ and ∀x, y ∈ X,∃ a path γ from x to y.

Claim 8.8. If X is path-connected, then X is connected.

Proof. Suppose X is path-connected. Let K ⊆ X
be clopen. Suppose for the sake of contradiction that
K 6= ∅,K 6= X. Then ∃x ∈ K, y /∈ K. Choose a
path γ : [0, 1] → X, γ(0) = x, γ(1) = y. By continuity,
γ−1(K) ⊆ [0, 1] is clopen. Then 0 ∈ γ−1(K), 1 /∈ γ−1(K).
⇒⇐, since [0, 1] is connected. �

Definition 8.9. Let X ⊆ R2 be the set

X =
{

(x, y) ∈ R2 : x = 0
}
∪
{

(x, y) : x > 0, y = sin
1

x

}
X is called the topologist’s sine curve.

Claim 8.10. The topologist’s sine curve (X) is con-
nected.

Proof. Denote the two parts of X as X0 and X1 respec-
tively. X0

∼= R and X1
∼= {x ∈ R : x > 0}. Hence, X0

and X1 are both path-connected. Say K ⊆ X is clopen.
Then K ∩X0 is clopen and K ∩X1 is clopen in their re-
spective subspace topologies. So either K = ∅, K = X0,
K = X1, or K = X.

However, X0 is not open because it does not contain
Bε(0, 0) for any ε > 0. Bε(0, 0) 3 ( 1

2πn , 0) for every inte-
ger n, so X1 is not closed. �

Claim 8.11. X is not path-connected.

Proof. We claim that there does not exist a path from
(x, sin 1

x ) ∈ X1 to (0, 0) ∈ X0. Suppose for the sake of
contradiction that we do have such a path,

γ : [0, 1]→ X : γ(0) = (0, 0), γ(1) = (x, sin
1

x
)

Consider

K = γ−1(X0) = {t : γ(t) = (0, y)} ⊆ [0, 1]

7
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K is closed because X0 is closed. Then K con-
tains its least upper bound t < 1. Consider γ|[t,1].
γ|[t,1](t) = (0, y) for some y, and γ|[t,1](z) ∈ X1,∀z 6= t.
Choose ε > 0. Since γ is continuous, ∃δ > 0 : ∀r <
δ, d(γ(t + r), γ(t)) < ε. By the intermediate value the-
orem, if ε is small enough, our continuous path γ must
have values outside the open ball of radius r. �

Lecture 9 — 9/23/10

Definition 9.1. Let X be a topological space. A collec-
tion of open sets {Uα ⊆ X} is a cover of X if X =

⋃
Uα.

Definition 9.2. A topological space X is said to be
compact if for every open cover {Uα}α∈A, there exists
a finite subset A0 ⊆ A : {Uα}α∈A0

covers X.

Remark. Compactness can be thought of as a property
which affirms that a given space does not need or can-
not have any more points added to it. For instance, R2

is not compact, but R2 along with a point at infinity is
compact; specifically, we have R2 ∼= S2 − {x}, where S2

is the 2-sphere and x ∈ S2.

Proposition 9.3. Let X be a Hausdorff space. If K ⊆ X
is compact (under its subspace topology), then K is closed.

Proof. Say x /∈ K. Let y ∈ K; then x 6= y. Since
X is Hausdorff, there are open neighborhoods Uy 3 x
and Vy 3 y such that Uy ∩ Vy = ∅. Note that the sets
{Vy∩K}y∈K are an open cover of K. Since K is compact,
there exist finitely many points y1, . . . , yn ∈ K such that
{Vyi ∩K} cover K. Let

Ux =
⋂

1≤i≤n

Uyi

Ux is open in X and contains x. K ⊆
⋃
Vyi , so Ux ∩K =

∅. Then X −K ⊆
⋃
x Ux ⊆ X −K. �

Note. We have actually proven that if x ∈ X,K ⊆ X
compact, x /∈ K, then there are disjoint open sets U, V
such that x ∈ U,K ⊆ V .

Proposition 9.4. If f : X → Y is a surjective continu-
ous map of topological spaces and X is compact, then Y
is compact.

Proof. Say {Uα}α∈A is an open cover of Y . Then
{f−1(Uα)}α∈A is an open cover of X. Since X is com-
pact, ∃A0 ⊆ A finite such that {f−1(Uα}α∈A0 covers X.
Since f is surjective, {Uα}α∈A0

is an open cover of Y . �

Theorem 9.5. The interval [0, 1] ⊂ R is compact.

Proof. Let {Uα}α∈A be an open cover of [0, 1]. Let

S =

t ∈ [0, 1] : ∃A0 ⊆ A finite s.t. [0, t] ⊆
⋃
α∈A0

Uα


We know 0 ∈ S, so S has a least upper bound
0 ≤ t ≤ 1. We will show first that t ∈ S. Choose α :
Uα ⊇ (t− ε, t+ ε) ∩ [0, 1]. If t = 0, we are done. Other-
wise, we can choose ε such that 0 < t−ε, and since t is the
least upper bound, t−ε/2 ∈ S. So [0, t−ε/2] ⊆

⋃
β∈A0

Uβ ,
for some A0 finite. Then

[0, t] ⊆ [0, t− ε/2] ∪ (t− ε, t+ ε) ⊆
⋃

β∈A0∪{α}

Uβ

so t ∈ S.
If t = 1, we are done. Assume instead that t < 1.

[0, t] ⊆
⋃
α∈A0

Uα. So t ∈ Uα for some α ∈ A0. For ε
small enough, and ε

2 < 1, (t − ε, t + ε) ∩ [0, 1] ⊆ Uα.
[0, t + ε/2] ⊆ [0, t] ∪ (t − ε, t + ε) ⊆

⋃
α∈A0

Uα. Then
t + ε/2 ∈ S. ⇒⇐, since t is the least upper bound. So
t = 1, and [0, 1] is compact. �

Proposition 9.6. If X,Y are compact topological spaces,
then X × Y is compact.

Proof. Say {Wα}α∈A is an open cover of X × Y . For
each y ∈ Y , the set X × {y} is compact. For each
x ∈ X, (x, y) ∈ Wα for some α. Then there are open
neighborhoods Ux,y × Vx,y ⊆ Wα, Ux,y 3 x, Vx,y 3 y. Fix
y ∈ Y . The sets {Ux,y}x∈X cover X. Then there exist
finitely many x1, . . . , xky ∈ X such that X =

⋃
Uxi,y.

Let Vy =
⋂
y Vxi,y. So Vy 3 y is open. The sets

{Vy}y∈Y cover Y , so there exist y1, . . . , yn such that
Y =

⋃
Vyj . So

X × Y ⊆
⋃

1≤j≤n

⋃
1≤i≤kyj

Uxi,yj × Vxi,yj

Each of these product neighborhoods was constructed to
lie in Wα for some α. So X × Y is contained in a union
of finitely many of the Uα. �

Example. Let K ⊆ Rn. Then K is compact iff K is
closed and bounded.

Proof.

=⇒ If K is compact, K is closed since Rn is Hausdorff.
K ⊆

⋃
n>0Bn(0). If K is compact, we only need

finitely many. So K ⊆ Bn(0) =⇒ K is bounded.

⇐= Say K is closed and bounded. Then K ⊆
[−A,A]n ⊆ Rn for A � 0. [−A,A] is compact
since [0, 1] is compact and [−A,A] ∼= [0, 1]. And
[−A,A]n is compact by the previous result. Com-
pactness follows from the subsequent lemma. �
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Lemma 9.7. If X is a compact topological space, K ⊆ X
is closed, then K is compact.

Proof. K ⊆
⋃
α∈A Uα. X = K ∪ (X −K) ⊆ (

⋃
α Uα) ∪

(X −K). X is compact, so X ⊆
⋃
α∈A0

Uα ∪ (X −K).
Since X−K open, K ⊆

⋃
α∈A0

Uα (for a slightly different
A0). �

Lecture 10 — 9/24/10

Definition 10.1. Let X be a topological space and let
x1, x2, . . . ∈ X. An accumulation point of x1, x2, . . . is a
point y ∈ X such that every open neighborhood U 3 y
contains infinitely many of the xi’s.

Proposition 10.2. Suppose that X is first-countable.
Then the sequence x1, x2, . . . ∈ X has y ∈ X as an ac-
cumulation point iff it has a subsequence xi1 , xi2 , . . . con-
verging to y.

Proof.

⇐= Assume there is a subsequence xi1 , xi2 , . . . converg-
ing to y ∈ X. Then any open neighborhood U 3 y
contains infinitely many terms xik , and hence in-
finitely many xi. Note that this direction does not
require the assumption of first-countability.

=⇒ Assume y is an accumulation point. X is first count-
able, so there is a sequence of open sets U1 ⊇ U2 ⊇
. . . 3 y such that any open neighborhood U 3 y con-
tains some Ui. Then U1 contains infinitely many
xi, and hence contains some point xi1 . Similarly,
U2 contains xi2 , and we can choose xi2 such that
i2 > i1. And U3 3 xi3 , i3 > i2. Continuing in this
manner yields a subsequence xi1 , xi2 , xi3 , . . ..

Take any open neighborhood V 3 y. By our choice
Ui (by first-countability), ∃n ∈ N : Un ⊆ V . Then
∀m ≥ n, xim ∈ Um ⊆ V . So ∀m ≥ n, xim ∈ V .
Thus, xim → y. �

Definition 10.3. Recall that a topological space X is
compact if every open cover {Uα}α∈A has a finite sub-
cover. Equivalently, X is compact if, for any collection of
closed sets {Kα}α∈A, if every finite subset of the Kα have
a common point, then all the Kα have a common point.
That is,⋂

α∈A0

Kα 6= ∅∀A0 ⊆ A finite =⇒
⋂
α∈A

Kα 6= ∅

Proposition 10.4. Let X be a compact topological space.
Then any sequence of points in X has an accumulation
point (and if X is first-countable, then every sequence has
a convergent subsequence.)

Proof. For each n ≥ 0, let Kn be the closure of the set
{xn, xn+1, . . .}. Note that if A0 ⊆ {1, 2, . . .} is finite, then
A0 has a largest element n.⋂

m∈A0

Km = Kn 6= ∅

If X is compact, then using the above definition,⋂
n>0

Kn 6= ∅

Take y ∈
⋂
nKn. Then ∀n, y ∈ Kn. So for every n and

every open U 3 y,

∅ 6= U ∩ {xn, xn+1, . . .}

Since this is true of every n, U contains infinitely many
xi. �

Theorem 10.5. Let (X, d) be a metric space. TFAE:

1. X is compact.

2. Every sequence in X has an accumulation point.

3. Every sequence in X has a convergent subsequence.

4. (a) ∀ε > 0, there is a finite cover of X by Bε’s.

(b) ∀{Uα} an open cover of X, there exists ε > 0
such that every Bε is contained in some Uα.

Proof.

1 ⇒ 2. X

2 ⇒ 3. X(X is first-countable)

3 ⇒ 4. Assume 3. We will show (a). Choose ε > 0.
Pick x1 ∈ X. Choose x2 ∈ X such that
d(x2, x1) ≥ ε if possible. Choose x3 ∈ X such that
d(x3, x1), d(x3, x2) ≥ ε if possible. But condition 3
implies that this process must stop at some n ∈ N.
So X is covered by those n ε-balls.

Now we will show (b). Say {Uα} covers X. Sup-
pose that ∀n, ∃B1/n(xn) for some xn such that
∀α,B1/n(xn) 6⊆ Uα. We will show this sequence
x1, x2, . . . does not have a convergent subsequence.
Suppose otherwise. Say xik → x ∈ X. x ∈ Uα for
some α. And Bε(x) ⊆ Uα for some ε. We know that
d(x, xik) < ε

2 for k � 0. By the triangle inequality,
Bε/2(xik) ⊆ Uα. But by construction, we must have
ε
2 <

1
ik

. ⇒⇐, for k � 0.

4 ⇒ 1. Assume (a), (b). Let {Uα}α∈A be an open
cover of X. By (b), ∃ε > 0 : ∃α ∈ A,
Bε(x) ⊆ Uα. By (a), there exists a finite cover
of X by Bε(x1), Bε(x2), . . . , Bε(xn). But each

9
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Bε(xi) ⊆ Uαi . If we take A0 = {α1, α2, . . . , αn},
we know that ⋃

α∈A0

⊇
⋃
i<n

Bε(xi) ⊇ X �

Definition 10.6. Let X be a topological space,
f : A→ X a net. An accumulation point of f is a
point y ∈ X such that ∀U 3 y an open neighborhood,
∃a ∈ A,∀b ≥ a : f(b) ∈ U .

Theorem 10.7. Let X be a topological space. TFAE:

1. X is compact.

2. Every net in X has an accumulation point.

Proof. ⇐= Left as exercise.

=⇒ Say f : A → X is a net. For every α ∈ A, let Ka

be the closure of the set {f(b) : b ≥ a}. Recall that
∀α1, . . . , αn ∈ A,∃α ≥ αi. So

f(α) ∈ Kα ⊆
⋂
Kαi

Then
⋂
Kαi is nonempty for any finite set of αi.

Since X is compact,⋂
α∈A

Kα 6= ∅

But this is precisely the set of accumulation points
of X. �

Lecture 11 — 9/27/10

Definition 11.1. Let {Xα}α∈A be a collection of topo-
logical spaces. We know that the product of sets

X =
∏
α∈A

Xα = {(xα ∈ Xα)α∈A}

We can define a topology on X having a basis of open
sets ∏

α∈A
Uα

where each Uα ⊆̊Xα. This is called the box topology.

Observation 11.2. Suppose each Xα = Y . Then

X =
∏
α

Xα = {f : A→ Y } = Y A

There is a canonical map

∆ : Y −→ Y A

y 7−→ f : ∀a ∈ A, f(a) = y

y 7−→ (y ∈ Xα)α∈A

But ∆ : Y → Y A is usually not continuous if Y A has the
box topology. We know that⋂

α∈A
Uα = ∆−1

(∏
α

Uα

)

Take A = N, Y = [0, 1], Y A = {(t0, t1, . . .) : 0 ≤ ti ≤ 1}.
We can have an open set (for the box topology) consisting
of sequences with ti <

1
i

U = [0, 1]× [0, 1)× [0,
1

2
)× [0,

1

3
)

(0, 0, 0, . . .) ∈ U , but ∀ε > 0, (ε, ε, ε, . . .) /∈ U .

Definition 11.3. Let {Xα}α∈A be a collection of topo-
logical spaces, X =

∏
αXα. The product topology on X

has as a basis of open sets all sets of the form∏
α∈A

Uα

where each Uα ⊆ Xα open and Uα = Xα for all but
finitely many α ∈ A.

Claim 11.4. This defines a topology on X, where a set
U ⊆ X is open if ∀(xα) ∈ U,∃Uα ⊆ Xα open such that
Uα = Xα for all but finitely many α ∈ A and xα ∈ Uα
for all α, and such that

∏
Uα ⊆ U .

Proof. 1. ∅, X are clearly open.

2. Given any collection of sets Ui, each of which con-
tain a product of sets as given above, their union
clearly contains such a product of sets.

3. Let U, V be open, (xα) ∈ U ∩ V . ∃Uα ⊆ Xα open,
xα ∈ Uα, Uα = Xα for almost all α, such that∏
Uα ⊆ U . ∃Vα ⊆ Xα open, xα ∈ Vα, Vα = Xα

for almost all α, such that
∏
Vα ⊆ V .∏

Uα ∩ Vα =
∏

Uα ∩
∏

Vα ⊆ U ∩ V

Uα ∩ Vα = Xα for almost all α. �

Claim 11.5. Let Y be a topological space, A a set. The
map

∆ : Y → Y A = {
∏
α∈A

Y }

is continuous if Y A is given the product topology.

Proof. Want: ∆−1U ⊆ Y is open if U is a basic open
set for the product topology. Choose such a U ; then
U =

∏
α Uα. We know that ∆−1U =

⋂
α∈A Uα by defi-

nition of ∆. By assumption, Uα = Y for all α outside a
finite set A0 ⊆ A. ⋂

α∈A
Uα =

⋂
α∈A0

Uα

is open. �

10
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Proposition 11.6. Recall that a map f : X → Y × Z is
continuous iff the maps fY : X → Y, fZ : X → Z are con-
tinuous (f = (fY , fZ)). Now let {Xα}α∈A be a collection
of topological spaces, let Y be any topological space. Let
f : Y → X =:

∏
αXα. We can write f = (fα : Y → Xα).

If X is given the product topology, then f is continuous
iff each fα is continuous.

Proof.

=⇒ Say f is continuous. Want: f−1
α (Uα) ⊆ Y is open

for each open Uα ⊆ Xα. Let U = Uα ×
∏
β 6=αXβ ;

it is open.

f−1
α (Uα) = f−1(U)

is open by continuity.

⇐= Assume each fα is continuous. Want: f−1(U) ⊆ Y
is open if U ⊆ X is open. Assume that U is a basic
open set, U =

∏
Uα, Uα ⊆̊Xα, and Uα = Xα for all

α /∈ A0 ⊆ A a finite subset.

f−1(U) =
⋂
α∈A

f−1
α (Uα) =

⋂
α∈A0

f−1
α (Uα)

is open. �

Example. There exists a topological space X and a sub-
set Y ⊆ X such that (∗) every sequence x1, x2, . . . ∈ Y
converging to x ∈ X implies that x ∈ Y , but Y is not
closed.

Proof. Let

X =
∏
α∈A
{0, 1} = {0, 1}A

where {0, 1} has the discrete topology and X has the
product topology. x1, x2, . . . ∈ X converges to x ∈ X iff
for every α ∈ A, the sequence x1(α), x2(α), . . . ⊆ {0, 1}
converges to x(α). Let

Y = {x ∈ X : x(α) = 1 for only countably many α}

Y satisfies (∗). But Y is not closed if A is uncount-
able. In fact, Y is dense in X, so for any nonempty
U ⊆̊X,Y ∩ U 6= ∅. (Y would be dense even if the condi-
tion imposed read “finitely many” rather than “countably
many,” since any open set of X has the requirement that
for every element of X, all but finitely many components
can be either 0 or 1.) But Y 6= X because (xα = 1)α∈A
is not in Y , and since Y is dense it is not closed. �

Proposition 11.7. Let X be a product of topological
spaces {Xα}α∈A. If each Xα is Hausdorff, then X is
Hausdorff.

Proof. Let x = (xα), y = (yα) ⊆ X : x 6= y. Then
∃α ∈ A : xα 6= yα. Xα is Hausdorff. Then ∃U 3
xα, V 3 yα open in Xα such that U ∩ V = ∅. Consider
U ×

∏
β 6=α Uβ , V ×

∏
β 6=αXβ , which are open sets in X.

Their intersection is empty because U ∩ V = ∅. �

Theorem 11.8 (Tychonoff’s Theorem). Let X be a prod-
uct of topological spaces Xα. If each Xα is compact, then
X is compact.

Example. The space {0, 1}A is compact for any set A.

Example. The space [0, 1]A is compact and Hausdorff
for any set A.

Theorem 11.9. Any compact Hausdorff space X is
homeomorphic to a closed subset of [0, 1]A for some set
A.

Lecture 12 — 9/29/10

Lemma 12.1 (Zorn’s Lemma). Let A be a partially or-
dered set such that every linearly ordered subset of A has
an upper bound. Then A has a maximal element. That
is, ∃a ∈ A : a ≤ b ⇐⇒ b = a.

Definition 12.2. A linearly ordered set A is well-ordered
if every nonempty subset of A has a least element.

Example.

1. Any finite linearly ordered set has a least element.

2. N is well-ordered.

3. Z is not well-ordered.

Note. If A is well-ordered, then A∪{∞}, where we con-
sider ∞ > A, is well-ordered.

Example. The set {0 < 1 < 2 < · · · < ω} is well-
ordered. Continuing to add maximal elements, we end
up with a set

{0 < 1 < 2 < · · · < ω < ω + 1 < ω + 2 < . . .}

that is well-ordered.

Claim 12.3. Let A be a linearly ordered set. TFAE:

1. A is well-ordered.

2. There does not exist an infinite descending sequence
a0 > a1 > a2 > . . . ∈ A.

Proof.

=⇒ Assume that A is well-ordered. The set {a0 > a1 >
. . .} clearly has no smallest element. ⇒⇐.

11
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⇐= Assume that there is no infinite descending se-
quence a0 > a1 > a2 > . . . ∈ A. Consider some
nonempty subset S ⊆ A. Choose a0 ∈ S. If a0 is
minimal in S, then we’re done; otherwise, choose
a1 < a0. Continuing in this way, we either stop and
find a smallest element of S, or we do not stop and
come to an infinite descending sequence. ⇒⇐. �

Proposition 12.4 (Principle of Transfinite Recursion).
Let A be any well-ordered set, and suppose we want to
define f : A → K for some set K. Suppose we are given
a “rule” for computing

f(a) = something depending on {f(b)}b<a

Then there exists a unique function f : A→ K satisfying
this rule.

Proof. Let

S = {a ∈ A | ∃!fa : {b ∈ A : b ≤ a} → K, satisfying rule}

We claim that S = A. Suppose otherwise; then A−S has
a smallest element a. ∀b < a, fb : {c ∈ A : c ≤ b} → K is
well-defined. By uniqueness, if b ≤ b′, then

fb = fb′ |{c∈A:c≤b}

Then

f<a :=
⋃
b<a

fb : {c ∈ A : c < a} → K

Note that f<a extends uniquely to a function

fa : {c ∈ A : c ≤ a} → K

satisfying our recursion. Then a ∈ S. ⇒⇐. So S = A.
By the argument above, we get a function⋃

b∈A

fb : A→ K �

Example. Let A and B be well-ordered sets. Try to
define a map f : A → B by f(a) = min{b ∈ B : b 6=
f(a′), a′ < a}B. There are two cases:

1. f is well-defined, and we get an injective map
f : A→ B whose image is downward-closed in B.

2. f is not well-defined. Then ∃a ∈ A such that
f : {a′ ∈ A : a′ < a} → B is an isomorphism, and
we have a map f−1 : B → {a′ ∈ A : a′ < a} ⊆ A
that is downward-closed by construction.

We have shown that given any two well-ordered sets A,B,
one is uniquely isomorphic to a downward-closed subset
of the other.

Definition 12.5. We say that two well-ordered sets are
equivalent if they are isomorphic. The equivalence classes
of this relation are called ordinals. (In general, the equiv-
alence classes of linearly ordered sets are called order
types.)

Note. The ordinals are linearly ordered by saying A ≤ B
if there exists an isomorphism from A to a downward-
closed subset of B.

Observation 12.6. If A is well-ordered with order type
α, then A ∼= {β : β < α}, the ordered set of ordinals
less than α. Note that β < α iff β is the order type of
a downward-closed subset B ( A. A − B has a least
element a. Then B = {b ∈ A : b < a}. That is, the map

A 3 a 7→ {b ∈ A : b < a}

is an isomorphism A→ {β : β < α}.

Claim 12.7. The collection of all ordinals is well-
ordered.

Proof. Say α0 > α1 > α2 > · · · . α0 is the order type
of some well-ordered set A. A ∼= {β : β < α0}. But this
would be an infinite decreasing sequence in a well-ordered
set A. So the ordinals must be well-ordered. �

Claim 12.8. Let S be a set. Let Ord(S) = {α : α
is the order type of an ordering on some subset of S}.
Then |Ord(S)| > |S|; that is, there exists no injection
λ : Ord(S)→ S.

Example. Say S = {x1, x2, . . . , xn}. Then Ord(S) =
order types of ∅, {1}, {1, 2}, . . . , {1, . . . , n}.

Proof. Say λ exists as above. Then λ(Ord(S)) ⊆ S is lin-
early ordered via the ordering on Ord(S). Then the order
type of Ord(S) ∈ Ord(S) (is an element). But this order
type is also the least ordinal not in Ord(S). ⇒⇐. �

Lemma 12.9 (Zorn’s Lemma). Let S be a partially or-
dered set such that any linearly ordered subset of S has
an upper bound. Then S has a maximal element.

Proof. Suppose for the sake of contradiction that S does
not have a maximal element. We will define an injective
map λ : Ord(S)→ S by transfinite recursion. By our as-
sumption, for any S′ ⊆ S linearly ordered, we can choose
an upper bound xS′ /∈ S′ of S′. Define λ(α) = xS′ , where
S′ = {λ(β) : β < α}. By transfinite recursion, λ(α) is
defined for all α. But λ cannot exist because Ord(S) is
too big. ⇒⇐. Hence, S has a maximal element. �

12
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Lecture 13 — 10/1/10

Theorem 13.1 (Tychonoff’s Theorem). Any product of
compact topological spaces is compact.

Lemma 13.2 (Zorn’s Lemma). If A is a partially ordered
set such that every linearly ordered subset of A is bounded
above, then A has a maximal element.

Remark. Recall that a topological space X is compact
if any collection {Kα}α∈S of closed sets satisfying the so-
called finite intersection property, by which we mean

∀S0 ⊆ S finite,
⋂
α∈S0

Kα 6= ∅,

implies that
⋂
α∈S Kα 6= ∅. More generally,

(∗) ∀{Kα}α∈S :
⋂
α∈S0

Kα 6= ∅ =⇒
⋂
α∈S Kα 6= ∅

Note that this condition is both necessary and sufficient
for compactness.

Example. We will explore a direction for the proof in the
case of X×Y . Say X,Y are compact, say {Kα ⊆ X×Y }
satisfying (∗). Want:

⋂
Kα 6= ∅.

Look at {πX(Kα) ⊆ X}. Note that

⋂
α∈S0

πX(Kα) ⊇ πX

 ⋂
α∈S0

Kα

 6= ∅
So ∃x ∈

⋂
α∈S0

πX(Kα), and hence these sets satisfy (∗).
But simply choosing such an x and y fails to provide us
necessarily with a suitable point (x, y).

Proof. To arrive at our desired conclusion, we will try to
strengthen the condition imposed on our choice of x, y.
Let us enlarge the set {Kα}α∈S , which we will call S.
Let A be the collection of all sets S ′ ⊆ P(X) with the
finite intersection property.

Let X =
∏
i∈I Xi where each Xi is compact. Want:

S ∈ A =⇒
⋂
α∈S Kα 6= ∅. Given such a collection S, we

claim the following lemma:

Lemma 13.3. S is contained in a larger Smax ∈ A ,
Smax ⊆ P(X) such that Smax is maximal.

Let A ′ = {S ′ ∈ A : S ⊆ S ′}. We will show that every
linearly ordered subset of A ′ has an upper bound (with
the partial ordering of forward inclusion). Say {Sβ}β∈B
is a linearly ordered collection of elements of A ′. Let
S ′ =

⋃
Sβ . We want to have S ′ ∈ A ′; that is, we want

to know that if S0 ⊆ S ′ is finite, then
⋂
K∈S0 K 6= ∅.

But S0 ⊆ Sβ for β large, and since Sβ ∈ A ′, our con-
clusion follows. By Zorn’s lemma, there exists a maximal
Smax ∈ A .

Now we can equivalently show that if S ∈ A is maxi-
mal, then

⋂
K∈S K 6= ∅. Let us now show that

Lemma 13.4. S is closed under finite intersection, and
given a subset Y ⊆ X, if ∀K ∈ S, Y ∩K 6= ∅, then Y ∈ S.

If Y, Y ′ ∈ S, either S ∪{Y ∩Y ′} = S and we are done,
or S ∪{Y ∩Y ′} ) S. Suppose the latter. Since S is max-
imal, S ∪ {Y ∩ Y ′} /∈ A . Then Y ∩ Y ′ ∩

⋂
K∈S0 K = ∅.

⇒⇐. Now we claim that Y ∈ S as given above. Other-
wise, S ∪ {Y } ) S. Then, taking finitely many elements
Kj ∈ S ∪{Y }, either Kj 6= Y , in which case

⋂
Kj 6= ∅, or

∃r : Kr = Y , which means that
⋂
Kj = Y ∩

⋂
j 6=rKj 6= ∅

because S is closed under intersection.
For i ∈ I, let πi : X → Xi be the projection of X onto

Xi. The collection of sets {πi(K) : K ⊆ S} satisfies the
finite intersection condition:

⋂
K∈S0

πi(K) ⊇ πi

 ⋂
K∈S0

K

 6= ∅
Since Xi is compact, we can choose

xi ∈
⋂
K∈S

πi(K)

Let x ∈ X be such that πi(x) = xi. Finally, we want
that x ∈

⋂
K∈S K. Equivalently, we want for every U 3 x

an open neighborhood, then ∀K ∈ S, U∩K 6= ∅. WLOG,
assume that U is basic; that is, U =

∏
Ui where each

Ui ⊆ Xi is an open neighborhood Ui 3 xi, and Ui = Xi

for i /∈ I0 finite.
By construction, xi ∈

⋂
πi(K). So Ui ∩ πi(K) non-

trivially for all K ⊆ S at a point πi(y). Then ∀K ⊆ S,
∃yK ∈ π−1

i (Ui) ∩K. Then π−1
i (Ui) ∈ S, by Lemma 13.4.

We know that U =
⋂
i∈I π

−1
i (Ui). But ∀i /∈ I0 finite,

π−1
i (Ui) = X. Hence, U =

⋂
i∈I0 π

−1
i (Ui). Then U ∈ S,

by Lemma 13.4. So ∀K ⊆ S,U ∩ K 6= ∅. Then x ∈ K,
and hence

x ∈
⋂
K⊆S

K

and hence, X is compact. �

Definition 13.5. Let X be a topological space. A col-
lection of open sets {Ui} is a subbasis for X if every open
set U ⊆ X has the form

⋃
Uα where each Uα is a finite

intersection of the Ui.

13
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Example. If X =
∏
Xα, then the sets of the form

{π−1
α (Uα)}Uα⊆Xα open are a subbasis for X.

Lemma 13.6 (Alexander Subbase Theorem). Let X be a
topological space. If X has a subbasis {Ui} such that every
cover of X by sets of the form Ui has a finite subcover,
then X is compact.

Proof. (Alternate Proof of Tychonoff’s Theorem)
Let X =

∏
Xα, where each Xα is compact. Say that X is

covered by sets of the form π−1
α (Uα,i). Suppose this has

no finite subcover. Then ∀α, the Uα,i can have no finite
subcover. Since Xα is compact, ∃xα ∈ Xα : x /∈ Uα,i. We
can choose x ∈ X : πα(x) = xα. Then x /∈ π−1

α (Uα,i).
⇒⇐. �

Lecture 14 — 10/4/10

Theorem 14.1 (Alexander Subbase Theorem). If X is
a topological space having a subbasis {Ui}i∈I and every
cover of X by open sets in {Ui}i∈I has a finite subcover,
then X is compact.

Proof. Let T be the collection of all open sets in X. We
want to show that, if S ⊆ T is a collection such that

(∗) ∀S0 ∈ S finite, S0 does not cover X,

then S does not cover X. Let

A = {S′ ⊆ T : S ⊆ S′, S′ satisfies (∗)}

We claim that A has a maximal element.
If A0 ⊆ A is linearly ordered, then

⋃
S′⊆A0

S ′ satisfies
(∗) and is an upper bound. Then by Zorn’s lemma, A has
a maximal element Smax. Note that

1. S ⊆ Smax and Smax satisfies (∗) by construction.

2. If U ∈ Smax, V ⊆ U , then V ∈ Smax.

3. If U, V ∈ Smax, then U ∪ V ∈ Smax.

4. If U is an open set such that ∀V ∈ Smax, U∪V 6= X,
then U ∈ Smax.

We will prove the last assertion. Let S ′max = Smax ∪{U}.
By maximality, ∃{Vi}ki=1 ⊆ Smax such that X = U ∪
V1 ∪ · · · ∪ Vk. But V = V1 ∪ · · · ∪ Vk ∈ Smax by (3 ), so
U ∪ V 6= X. ⇒⇐.

Suppose for the sake of contradiction S covers X,
which means Smax covers X. We claim that

U = {Ui : Ui ∈ Smax}

covers X. This will yield a contradiction, since Smax sat-
isfies (∗), but a finite subset of the Ui covers X. Suppose
otherwise, that U does not cover X. Fix x ∈ X. We

know ∃U ∈ Smax such that x ∈ U . The Ui form a sub-
basis, so U =

⋃
Vα, where each Vα is a finite intersection

of Ui’s (not necessarily in Smax. So x ∈ Vα for some α.
Vα ∈ Smax by (2 ).

Vα = U1 ∩ U2 ∩ . . . ∩ Un. We want to show that
∃i : Ui ∈ Smax. Suppose not. Then by (4 ), ∃Wi ∈ Smax

such that Ui ∪Wi = X. Then

U1 ∩ · · · ∩ Un ∪W1 ∪ · · · ∪Wn = X

But since U1 ∩ . . . ∩ Un = Vα ∈ Smax,Wi ∈ Smax, ⇒⇐.
Then ∀x ∈ X,∃i : Ui 3 x, Ui ⊆ Smax. �

Definition 14.2. A topological space X is regular if

1. ∀x ∈ X, {x} is closed.

2. If x ∈ X,K ⊆ X closed, x /∈ K, then ∃U, V ,
U 3̊x, V ⊇̊K : U ∩ V = ∅.

Note that any regular space is Hausdorff.

Claim 14.3. Any Hausdorff space satisfies 1 above.

Proof. Let x ∈ X. ∀y ∈ X, y 6= x,∃Vy 3̊ y, Vy 63 x. Then⋃
Vy = X − {x} is open, so {x} is closed. �

Claim 14.4. Any compact Hausdorff space is regular.

Claim 14.5. Any metric space (X, d) is regular.

Proof. If K ⊆ X, define d(x,K) := inf{d(x, y) : y ∈ K}.
Note that d(x,K) = 0 iff x ∈ K. IfK is closed and x /∈ K,

then d(x,K) > 0. Set ε = d(x,K)
2 . Let U = Bε(x), and let

V =
⋃
y∈K Bε(y). U ∩ V = ∅, else ∃z ∈ X : d(z, x) < ε,

d(z, y) < ε =⇒ d(x, y) < 2ε = d(x,K), ⇒⇐. �

Claim 14.6. X is regular iff 1 holds and ∀x ∈ X,W 3 x
open, there exists another open neighborhood U 3 x :
U ⊆W .

Proof. Suppose X is regular, and fix x ∈ X,W 3 x
open. The set K = X −W is clearly closed. Then ∃U, V
open, U 3 x, V ⊇ K. We know that U ∩ K = ∅, since
∀y ∈ K,V 3 y is a neighborhood disjoint from U . So
U ⊆W .

Now suppose that ∀x ∈ X,W 3 x open, there exists
an open U 3 x : U ⊆W . Fix x ∈ X,K ⊆ X closed,
x /∈ K. Let W = X −K. Take U 3 x as described. Then
X −U ⊇ K and is open and disjoint from U 3 x, so X is
regular. �

Proposition 14.7. Any product of regular spaces is reg-
ular.

Proof. Let X =
∏
Xα, each Xα regular. Let x ∈ X,

W ⊆ X open, W 3 x. We can assume WLOG that W
is a basic open set, W =

∏
Wα, where each Wα ⊆ Xα

open, Wα = Xα for almost all α. x ∈ X has image

14



Math 131—Topology I Max Wang

xα ∈ Xα for each α, and xα ∈ Wα. Since Xα is regular,
∃Uα 3 xα : Uα ⊆ Wα. Note that if Wα = Xα, we can
choose Uα = Xα. Let U =

∏
Uα. Clearly, U 3 x and is

open.

U ⊆
∏

Uα ⊆W

where
∏
Uα is closed. �

Proposition 14.8. Any subspace of a regular space is
regular.

Proof. Let X be a regular space, Y ⊆ X a subspace.
Say y ∈ Y,K ⊆ Y closed in Y , y /∈ K. K ∩ Y = K.
Then y /∈ K. Since X is regular, ∃U, V ⊆ X open,
U 3 y, V ⊇ K : U ∩ V = ∅. But U ∩ Y and V ∩ Y ⊆ Y
are both open, we have y ∈ U ∩ Y and K ⊇ V ∩ Y , and
(U ∩ Y ) ∩ (V ∩ Y ) ⊇ U ∩ V = ∅. �

Definition 14.9. Let X,X ′ be topological spaces with
the same underlying set. We say the topology on X is
finer than the topology on X ′ (or the topology on X ′ is
coarser than the topology on X) if every open set in X ′ is
open in X, or, equivalently, if id : X → X ′ is continuous.

Example. The box topology on
∏
Xα is finer than the

product topology.

Observation 14.10. Suppose that X,X ′ be topological
spaces with the same underlying set. If X ′ is Hausdorff,
then X is Hausdorff. However, if X ′ is regular, X need
not be regular.

Example. Let X ′ = R with the usual topology. Let
X = R be a refinement such that

K = {1, 1

2
,

1

3
, . . .}

is closed. That is, take Y ⊆ R to be closed with respect to
X iff Y = Y1∪ (K∩Y2), where Y1 ⊆ Y2 are closed subsets
of R. Open sets have the form U = U1∩(U2−K), U2 ⊆ U1

for U1, U2 open. Then any open set containing zero con-
tains ε 6= 1

n that, made sufficiently small, intersects any
open set about K. But then {0},K cannot be separated
by disjoint open sets.

Proof. Left as exercise. �

Lecture 15 — 10/6/10

Definition 15.1. A topological space X is normal if

1. ∀x ∈ X, {x} is closed.

2. If A,B ⊆ X are closed and A ∩ B = ∅, then
∃U ⊇̊A, V ⊇̊B : U ∩ V = ∅.

Observation 15.2. Any normal space is regular and
Hausdorff. Any compact Hausdorff space is normal.

Claim 15.3. Any metric space (X, d) is normal.

Proof. Suppose A,B ⊆ X are disjoint closed sets. Then
∀a ∈ A,∃εa : Bεa(a) ∩ B = ∅. Similarly, ∀b ∈ B, ∃εb :
Bεb(b) ∩A = ∅. Let

U =
⋃
a∈A

B εa
2

(a) ⊇ A V =
⋃
b∈B

B εb
2

(b) ⊇ B

We want to show that U ∩ V = ∅. Suppose other-
wise, that ∃x ∈ U ∩ V . Then ∃a ∈ A : d(x, a) < εa

2
and ∃b ∈ B : d(x, b) < εb

2 . By the triangle inequal-
ity, d(a, b) ≤ d(a, x) + d(x, b) < εa+εb

2 . If εa ≥ εb,
d(a, b) < εa+εb

2 ≤ εa. ⇒⇐. Similarly, if εb ≥ εa,
d(a, b) < εa+εb

2 ≤ εb. ⇒⇐. �

Claim 15.4. A subspace of a normal space need not be
normal. A product of normal spaces need not be normal.

Proposition 15.5. Let X be a second-countable topolog-
ical space. Then X is regular iff X is normal.

Proof. ⇐= True in general.

=⇒ Let U1, U2, . . . be a countable basis for X. Suppose
that A,B ⊆ X are disjoint closed subsets. By regu-
larity, ∀a ∈ A,∃Va 3 a open such that V a ∩B = ∅.
WLOG, assume that Va ∈ {U1, U2, . . .}. Similarly,
∀b ∈ B, ∃Wb 3 b open such that W b ∩ A = ∅, and
Wb ∈ {U1, U2, . . .}.
Assume that {Va}a∈A = {V1, V2, . . .} ⊆ {Ui}. Sim-
ilarly, {Wb}b∈B = {W1,W2, . . .} ⊆ {Ui}. Define
V ′n = Vn −

⋃
j≤nW j , and W ′n = Wn −

⋃
j≤n V j .

Note that V ′n ∩ A = Vn ∩ A, so V ′ =
⋃
n V
′
n ⊇ A

(since the W j are disjoint from A). Similarly,
W ′n ∩B = Wn ∩B, so W ′ =

⋃
nW

′
n ⊇ B.

We claim now that V ′∩W ′ = ∅. Suppose otherwise.
If x ∈ V ′∩W ′, x ∈ V ′m∩W ′n for somem,n. Ifm ≤ n,
x ∈ V ′m ⊇ Vm. But x ∈W ′n = Wn−

⋃
j≤n V j . ⇒⇐.

The case for n ≤ m is the same by symmetry. �

Definition 15.6. An ordinal α is countable if it corre-
sponds to a countable well-ordered set.

Note. There are uncountably many ordinals, and hence
there exists a least uncountable ordinal ω1.

Example. Let

A = {α : α < ω1} A = {α : α ≤ ω1} = A ∪ {ω1}

Note that A has a topology, the order topology, with a
basis of open sets

1. (−∞, α) = {γ : γ < α}

2. (α,∞) = {γ : γ > α}

3. (α, β) = {γ : α < γ < β}

15
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We claim that there does not exist a sequence
α0, α1, . . . ∈ A converging to ω1 ∈ A. Suppose otherwise.
Every open set containing ω1 contains (α,∞) for some
α < ω1. Then each αi corresponds to a well-ordered set
Pi.

∐
Pi has order type α ≥ αi, α < ω1.

Claim 15.7. A is compact. Both A and A are normal.

Claim 15.8. A × A is not normal. This shows that
a product of normal spaces need not be normal. More-
over, since A × A is a compact Hausdorff space, and
A × A ⊆ A × A, this shows that a subspace need not
be normal. We also see that a regular space need not be
normal.

Proof. Let

K = {(α, α) : α ∈ A} K ′ = A× {ω1}

K ′ is closed since it is the inverse image of the projection
onto a point. K = (A×A)∩∆A×A the diagonal of A×A,
which is closed by Hausdorffness. Hence K is also closed.

Suppose that U ⊇ K,U ′ ⊇ K ′ exist that separate
K,K ′. ∀α < ω1, we claim that there is a least ordinal
T (α) such that T (α) > α, T (α) < ω1 and (α, T (α)) /∈ U .
By well-ordering, we need only show that T (α) exists.
Suppose otherwise. Then U ⊇ {α} × {β ∈ A : β ≥ α}.
U ′ ⊇ K ′ 3 (α, ω1) =⇒ U ⊇ {α}× (γ,∞) for some γ < ω1

(by the definitions of the product topology and the basis
for the order topology). ⇒⇐.

Let α0 = 0, α1 = T (α0), α2 = T (α1). It is clear that
α0 < α1 < · · · . This sequence has a least upper bound
β < ω1. We claim that (β, β) ∈ U ∩ (X − U). We know
(β, β) ∈ K ⊆ U . But X − U is closed and (β, β) is the
limit of the sequence of points (α0, α1), (α1, α2), . . .. But
each (αi, αi+1) /∈ U . Since X −U closed, (β, β) ∈ X −U .
⇒⇐. �

Lecture 16 — 10/8/10

Let X be a normal space, A,B ⊆ X closed. One way to
separate A from B is to choose a continuous function
f : X → [0, 1] such that ∀a ∈ A, b ∈ B, f(a) = 0,
f(b) = 1. Then U = {x ∈ X : f(x) < 1

2} and
V = {x ∈ X : f(x) > 1

2} separate A and B.

Lemma 16.1 (Urysohn’s Lemma). X is normal iff
∀A,B ⊆ X closed, A ∩ B = ∅, ∃f : X → [0, 1] : ∀a ∈ A,
b ∈ B, f(a) = 0, f(b) = 1.

Proof. Let

Q = {q ∈ Q : 0 ≤ q ≤ 1}

We can enumerate Q: q0 = 0, q1 = 1, q2, . . .. We will first
construct, for each q ∈ Q, an open set Uq ⊆ X such that

1. A ⊆ U0

2. B ∩ U1 = ∅.

3. If p < q, Up ⊆ Uq.
and then construct our function f : X → [0, 1].

X is normal, so ∃U0 ⊇̊A : U0 ∩ B = ∅. Define
U1 = X − B. We have satisfied (1) and (2), and U0, U1

satisfy (3). Now construct Uqn by induction on n. As-
sume that ∀i < n, n ≥ 2, Uqi is chosen. We can choose
q−, q+ ∈ {q0, . . . , qn−1} := Qn such that q− < qn < q+,
where q− is the greatest lower bound and q+ is the least
upper bound of qn in Qn. Then Uq− ⊆ Uq+ . Uq0 does
not interesect X − Uq+ . Since X is normal, ∃V,W ⊆ X

such that V ⊇̊Uq− ,W ⊇̊X − Uq+ and V ∩W = ∅.
Set Uqn = V . We claim that Uqn = V ⊆ Uq+ . But by

construction,

V ⊆ V ⊆ X −W ⊆ Uq+
Now we want to construct f . Define

f(x) =

{
inf{q ∈ Q : x ∈ Uq} if nonempty

1 otherwise

It is clear that ∀a ∈ A, b ∈ B, f(a) = 0, f(b) = 1 by
construction.

We want now to show that f is continuous. The
space [0, 1] ⊆ R has a basis consisting of open intervals
(r, t) : r, t ∈ R. It suffices to show that f−1(r, t) is open
in X. But (r, t) = (r,∞) ∩ (−∞, t), so it suffices to show
that f−1(r,∞) and f−1(−∞, t) are open. Call

Xr = f−1(r,∞) = {x ∈ X : f(x) > r}

If r < 0, Xr = X is open, and if r ≥ 1, Xr = ∅ is open.
Assume 0 ≤ r < 1. Then

Xr =
{
x ∈ X : ∃q > r : q ≤ {p : x ∈ Up}

}
We know ∃q′ ∈ Q : r < q′ < q. It follows that

Xr = {x ∈ X : ∃q′ > r, x /∈ Uq′}

=
⋃
q∈Q
q>r

(X − Uq)

= f−1(r,∞)

is open.
Now we want to show that

Xt = f−1(−∞, t) = {x ∈ X : f(x) < t}

is open. If t > 1, Xt = X is open, and if t ≤ 0, Xt = ∅ is
open. Assume 0 < t < 1. Then

Xt =
{
x ∈ X : ∃q < t : q ≤ {p ∈ Q : x ∈ Up} 6= ∅

}
We know ∃q′ ∈ Q : q < q′ < t. It follows that

Xt = {x ∈ X : ∃q′ < t, x ∈ Uq′}

16
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Since q′ < t,∃p ∈ Q : q′ < p < t. Then x ∈ Uq′ =⇒ x ∈
Up. So

Xt = {x ∈ X : ∃q < t, x ∈ Uq}

=
⋃
q∈Q
q<t

Uq

= f−1(−∞, t)

is open. �

Corollary 16.2 (Tietze Extension Theorem). Let X be
a normal space, Y ⊆ X a closed subspace. Let fY : Y →
[a, b] ⊆ R be a continuous function. Then fY extends to
a continuous function f : X → [a, b].

Proof. WLOG, take fY : Y → [−b, b]. Consider the sets
A = f−1

Y [−b,− 1
3b] and let B = f−1

Y [ 1
3b, b]. A and B are

closed in X. By Urysohn’s Lemma, ∃g0 : X → [− 1
3b,

1
3b]

continuous such that g0(x) = − 1
3b if x ∈ A, g0(x) = 1

3b if
x ∈ B. Note that if y ∈ Y , |fY (y)− g0(y)| ≤ 2

3b.

Now define a function f1
Y : Y → [− 2

3b,
2
3b] given

by f1
Y (y) = fY (y) − g0(y). By the same reason-

ing, we get a function g1 : X → [− 2
9b,

2
9b] such that

|f1
Y (y)− g1(y)| ≤ 4

9b. Continuing this process, we get a

sequence of functions gi : X → [− 2i

3i+1 b,
2i

3i+1 b]. Now de-
fine f(x) =

∑
i gi(x).

We claim that f is well-defined and continuous (proof
left as exercise). By construction,

|fY (y)−
∑
i≤n

gi(x)| <
(

2

3

)n
b

so fY = f |Y , as desired. �

Lecture 17 — 10/13/10

Theorem 17.1 (Tietze Extension Theorem). If X is
normal, Y ⊆ X a closed subset, then any continuous map
Y → [0, 1] extends to X.

Claim 17.2. The Tietze Extension Theorem implies
Urysohn’s Lemma (if X is normal, A,B ⊆ X closed and
disjoint, then ∃f : X → [0, 1] such that f |A = 0, f |B = 1).

Proof. Note that A∪B is closed; simply extend the func-
tion A ∪B → [0, 1] to a function X → [0, 1]. �

Theorem 17.3 (Urysohn’s Metrization Theorem). Let
X be a second-countable topological space. TFAE:

1. X is metrizable.

2. X is normal.

3. X is regular.

4. X is homeomorphic to a subspace of
∏
n∈N[0, 1].

Proof.

1 ⇒ 2. True in general.

2 ⇒ 3. True in general.

3 ⇒ 2. True in second-countable spaces.

4 ⇒ 1. True in general (from HW).

2 ⇒ 4. By second-countability, there exists a count-
able basis {Ui} for the topology on X. For each
i, j ∈ N such that U i ⊆ Uj (which implies that
U i ∩ (X −Uj) = ∅), there exists a continuous func-
tion λi,j : X → [0, 1] such that λi,j |Ui ≡ 0 and
λi,j |X−Uj ≡ 1. So we have a countable collection of
continuous functions λi,j : X → [0, 1]. These yield
a continuous map

λ : X →
∏
i,j:

Ui⊆Uj

[0, 1]

We claim that λ is injective and is a homeomor-
phism from X to λ(X) ⊆

∏
[0, 1].

Let x, y ∈ X : x 6= y. To show injectivity, it suffices
to show that λi,j(x) 6= λi,j(y) for some λi,j . Since
X is regular, we can choose U 3 x open, U 63 y.
Then x ∈ Uj ⊆ U for some basic open set Uj . Then
y ∈ X−U j ⊆ X−Uj . Since X−Uj is closed and X
is regular, ∃V 3 x open such that V ⊆ Uj . Assume
WLOG that V = Ui for some basic open set Ui.
Then we have U i ⊆ Uj , and for this i, j, we have
λi,j(x) = 0, λi,j(y) = 1. So λ is injective.

Regard λ(X) ⊆
∏

[0, 1] as a topological space. We
know that λ : X → λ(X) is continuous and bijec-
tive. It remains to be shown that λ−1 : λ(X)→ X
is continuous. Note that

x ∈ Ui ⊆ λ−1
i,j [0, 1) ⊆ Uj ⊆ U

Consider that

U ⊆
⋃
i,j:

Ui⊆Uj⊆U

λ−1
i,j [0, 1) ⊆ U

17
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We want to show that λ(U) is open in λ(X). But

λ(U) =
⋃
i,j:

Ui⊆Uj⊆U

λ
(
λ−1
i,j [0, 1)

)

It suffices to show that λ(λ−1
i,j [0, 1)) is open in λ(X).

We claim that

λ(λ−1
i,j [0, 1)) = λ(X) ∩ π−1

i,j [0, 1)

Let y ∈ λ(X); then ∃x ∈ X : y = λ(x). Then we
know that y ∈ λ(λ−1

i,j [0, 1)) iff λi,j(x) ∈ [0, 1). This
is true iff

πi,j(y) = πi,j(λ(x)) = λi,j(x) ∈ [0, 1)

Hence, our claim holds. Since [0, 1) is open in [0, 1],
this means that λ(U) is a union of open sets and
hence is open. So λ is a homeomorphism, as de-
sired. �

Definition 17.4. Let f : X → Y be a map. The support
of f is

supp(f) = {y ∈ Y : f(x) 6= 0}

Definition 17.5. A topological space X is completely
regular if

1. ∀x ∈ X, {x} = {x}.

2. ∀x ∈ X,∀K ⊆ X closed, K 63 x, there is a con-
tinuous function f : X → [0, 1] such that f(x) = 1,
f |K ≡ 0.

Equivalently, our second condition states that ∀U 3 x
open, ∃f : X → [0, 1] continuous such that f(x) = 1,
supp(f) ⊆ U since X − U is closed.

Note. All normal spaces are completely regular, and all
completely regular spaces are regular. Note also that if X
is second-countable, then normality, regularity, and com-
plete regularity are equivalent.

Proposition 17.6. Any product of completely regular
spaces is completely regular.

Proof. Let X =
∏
i∈I Xi each Xi completely regular.

Take x ∈ X,x = (xi)i∈I , xi ∈ Xi and let U ⊆ X,U 3 x
open. WLOG, assume U is basic, so Ui = Xi for all
i /∈ I0 ⊆ I a finite set. ∀i ∈ I, we can choose a contin-
uous function fi : Xi → [0, 1] such that fi(xi) = 1 and
supp(fi) ⊆ Ui. For i /∈ I0, we can take fi ≡ 1. Then
define f : X → [0, 1] by

f(y) =
∏

fi(yi)

f is well-defined and continuous, and we easily see that
f(x) = 1. Moreover,

supp(f) = {y : f(y) 6= 0}
= {y : ∀i ∈ I, yi ∈ supp(fi)}
⊆ U

so X is completely regular, as desired. �

Lecture 18 — 10/15/10

Proposition 18.1. If X is completely regular, any sub-
space of X is completely regular.

Proof. Let Y ⊆ X be a subspace. Let x ∈ Y and U ⊆
Y,U 3 x an open neighborhood. We want a continuous
function f : Y → [0, 1] such that f(x) = 1, supp(f) ⊆ U .
By definition, U = V ∩ Y for some V ⊆ X open. By
complete regularity, ∃g : X → [0, 1] a continuous func-
tion, g(x) = 1, supp(g) ⊆ V . Define f : Y → [0, 1] by
f(y) = g(y), f = g|Y . �

Theorem 18.2. Let X be a topological space. TFAE:

1. X is completely regular.

2. X is homeomorphic to a subspace of
∏
s∈S [0, 1].

3. X is homeomorphic to a subspace of some compact
Hausdorff space.

Proof.

2 ⇒ 3. Hausdorffness is known, and compactness is
given by Tychonoff’s Theorem.

3 ⇒ 1. All compact Hausdorff spaces are normal, and
hence completely regular.

1 ⇒ 2. Assume that X is completely regular. Choose an
index set

S = {fs : X → [0, 1]}
We get a canonical map ϕ : X →

∏
s∈S [0, 1], with s-

coordinate fs, given by x 7→ (fs(x))s∈S . We claim
that ϕ is injective and defines a homeomorphism
X → ϕ(X) ⊆

∏
[0, 1].

Suppose x, y ∈ X : x 6= y. We want to show that
∃s ∈ S : fs(x) 6= fs(y). Since x 6= y, we know that
X−{y} 3 x and is open. Then ∃f : X → [0, 1] such
that f(x) = 1, supp(f) ⊆ X − {y} ⇐⇒ f(y) = 0.
Hence, ϕ is injective.

Let
U = {ϕ−1(U) : U ⊆̊

∏
s∈S

[0, 1]}

We know that U is a collection of open subsets of
X; we want it to be the entire topology on X. Let
V ⊆ X be any open set. For each x ∈ V , we can

18
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choose fx : X → [0, 1], fx(x) = 1, supp(fx) ⊆ V .
Let Vx = supp(fx) 3 x. Then

⋃
Vx = V . But

Vx = {y ∈ X : fx(y) > 0}

= ϕ−1

( ∏
s∈S
fs 6=fx

[0, 1]
)
× (0, 1]


Let us write

Ux :=
∏
s∈S
fs 6=fx

[0, 1]

so Vx = ϕ−1
(
Ux × (0, 1]

)
. Then

V =
⋃
Vx =

⋃
ϕ−1(Ux × (0, 1])

= ϕ−1
⋃

(Ux × (0, 1])

∈ U

Thus, ϕ is a homeomorphism, as desired. �

Corollary 18.3. Let X be a topological space. Then X
is a compact Hausdorff space iff X is homeomorphic to a
closed subspace of

∏
[0, 1].

Proof. We know that ∃ϕ : X →
∏

[0, 1] a homeomor-
phism by Theorem 18.2. ϕ(X) is homeomorphic to X,
and hence ϕ(X) is compact. By Hausdorffness, ϕ(X) is
closed. �

Definition 18.4. Let X be a topological space. A
compactification of X is a map ϕ : X → X such that

1. ϕ is a homeomorphism onto ϕ(X).

2. X is compact Hausdorff.

We can, in some sense, consider ϕ an inclusion map
X ↪→ X.

Theorem 18.5. There exists a compactification of X iff
X is completely regular. �

Example. If X is compact Hausdorff, id : X → X is a
compactification of X.

Example. Rn is not compact but is homeomorphic to
Sn − {0}. This is called the one-point compactification.

Observation 18.6. Let ϕ : X → Y be a compactifica-
tion of X, ϕ : X → ϕ(X) ⊆ Y . Then X → ϕ(X) is also a
compactification. We might require in our definition that
ϕ(X) be dense in X.

Definition 18.7. Let X be any completely regular space,
ϕ : X →

∏
s∈S [0, 1] a homeomorphism. Then

X̂ := ϕ(X) ⊆
∏
s∈S

[0, 1]

is a compactification of X, called the Stone-Čech
compactification of X.

Theorem 18.8. Let X be any completely regular space,
let f : X → Y be any continuous map into a com-
pact Hausdorff space. Then f lifts uniquely to a map
f̂ : X̂ → Y .

X� _
ϕ
��

� � f // Y

X̂
f̂

	
?? ??

Proof. WLOG, Y is a closed subset Y ⊆ Y ′ =
∏
s∈S [0, 1].

Then f : X → Y ⊆ Y ′. Suppose that f does indeed lift
to a map f̂ : X̂ → Y ′. We claim that f factors through
X̂; that is, f̂−1(Y ) = X̂. Y is closed and f̂ is continuous,
so

X ∼= ϕ(X) ⊆ f̂−1(Y ) ⊆ X̂

is closed. Then f̂−1(Y ) = X̂.

Hence, it suffices to assume that Y =
∏

[0, 1]. By com-
ponents, we can assume WLOG that Y = [0, 1]. First, we

will show the existence of our desired function f̂ : X̂ → Y .
We know that our function f : X → Y = [0, 1] is such
that f = fs for some s ∈ S. Then

X
ϕ
//

fs=f
((

X̂ ⊆

f̂

##

∏
s∈S [0, 1]

πs

��

[0, 1]

reveals a map f̂ = πs ◦ ϕ from X̂ → [0, 1].

Now we will show that f̂ is unique. Say we have
f̂ , f̂ ′ : X̂ → [0, 1] such that f̂ |X = f = f̂ ′|X . We want to

show that f̂ = f̂ ′. Let

Z := {x ∈ X̂ : f̂(x) = f̂ ′(x)} ⊆ X̂

Note that, taking

g = (f̂ , f̂ ′) : X̂ → [0, 1]× [0, 1]

we get Z = g−1(∆), the inverse image of the diagonal,
and hence Z is closed. We want to show that Z = X̂.
Since f̂ |X = f̂ ′|X , we know that ϕ(X) ⊆ Z, and since Z
is closed, we get

Z ⊆ X̂ = ϕ(X) ⊆ Z

and hence Z = X̂, so f̂ is unique, as desired. �
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Lecture 19 — 10/18/10

Definition 19.1. A Hausdorff spaceX is locally compact
if ∀x ∈ X,∃U 3 x open such that U ⊆ X is compact.

Example. Any compact Hausdorff space is locally com-
pact. Rn is locally compact (take the closure of open
balls).

Claim 19.2. Let X be a compact Hausdorff space, U ⊆
X an open subset. Then U is locally compact.

Proof. Let x ∈ U . Since X is compact Hausdorff, it
is regular. Then ∃V ⊆ X open, V 3 x, V ⊆ U . V is
compact (since it is a closed subset of X). �

Theorem 19.3. Let X be a Hausdorff space. TFAE:

1. X is locally compact.

2. There exists a compact Hausdorff space Y such that
X is homeomorphic to an open subset of Y .

3. There exists a compact Hausdorff space Y and a
point y ∈ Y such that X ∼= Y − {y}.

Proof.

3 ⇒ 2. Y − {y} is open since {y} is closed.

2 ⇒ 1. True by the above claim.

1 ⇒ 3. Assume that X is locally compact, and define

X = X ∪ {∞}

We want a topology on X which agrees with the
topology on X such that X is compact Hausdorff.
Let a set U ⊆ X be open if either U ⊆ X is open,
or U = V ∪{∞} where V ⊆ X is open and X−V is
compact. We claim that this is indeed a topology.

Clearly, ∅ and X = X ∪ {∞} are open. Let U,U ′

be open. If ∞ /∈ U ∩ U ′, then U ∩ U ′ is open in

X and hence in X
′
. Suppose ∞ ∈ U,U ′. Then

U = V ∪{∞} and U ′ = V ′∪{∞}, so U ∩U ′ = (V ∩
V ′)∪{∞}. But X− (V ∩V ′) = (X−V )∪ (X−V ′)
is compact (since finite unions of compact sets are
compact; left as exercise), so U ∩ U ′ is open.

Now let U =
⋃
Uα, where the Uα are open. If

∞ /∈ Uα,∀α, then U is open in X by openness in
X. Suppose that∞ ∈ Uα for some α. Then U 3 ∞.
Let us write Vβ = X ∩ Uβ . So U =

⋃
Vβ ∪ {∞}.

We want to show that X −
⋃
Vβ is compact. But

X −
⋃
Vβ ⊆ X −Vα which is compact, so X −

⋃
Vβ

is compact since it is closed.

Now we want to show that X is Hausdorff. Choose
x, y ∈ X : x 6= y. If x, y ∈ X, this follows from X
Hausdorff. Suppose now that x ∈ X, y = ∞. We

want U 3 x, U ′ 3 y such that U ∩ U ′ = ∅. Then
U ′ = V ∪{∞} where V ⊆ X open, X−V compact,
and moreover U ∩V = ∅. By local compactness, we
may choose U such that U is compact, and define
V = X − U . Then X is Hausdorff.

Finally, we want to show that X is compact. Let
{Uα} be an open cover of X. Then∞ ∈ Uα for some
α, so Uα = Vα ∪ {∞}, X − Vα compact. Again, let
us write Vβ = X∩Uβ . Then

⋃
β 6=α Vβ ⊇ X−Vα. By

compactness, X − Vα ⊆
⋃
β∈I Vβ where I is finite.

So X = Uα ∪
⋃
β∈I Uβ . �

Definition 19.4. The one-point compactification of X
is X = X ∪ {∞}.

Remark. Let X,Y be topological spaces. Let

Map(X,Y ) = {f : X → Y, f continuous}

We want to put a nice topology on Map(X,Y ).

Example. Say X has the discrete topology. Then every
map X → Y is continuous, so

Map(X,Y ) = Y X =
∏
x∈X

Y

has the product topology.

Definition 19.5. Giving a map Z → Map(X,Y ) is the
same as giving a map µ : X × Z → Y such that ∀z ∈ Z,
the map x 7→ µ(x, z) is continuous. We say that the map
Z → Map(X,Y ) is induced by µ.

Remark. We want a topology on Map(X,Y ) such that
giving a continuous map Z → Map(X,Y ) is the same as
giving a continuous map µ : X × Z → Y .

Claim 19.6. A topology on Map(X,Y ) satisfying the
above property is unique.

Proof. Suppose Map(X,Y ) can be equipped with two
different topologies, T , T ′ satisfying the given property;
we will abbreviate these different topologies by writing
Map(X,Y ) and Map′(X,Y ). Consider the identity map

id : Map(X,Y )→ Map(X,Y )

Then the evaluation map

X ×Map(X,Y )→ Y

is continous, where Map(X,Y ) is read as Z above.
By the same property, we get a continuous map
Map(X,Y ) → Map′(X,Y ), which is the identity map.
Then Map(X,Y ) ∼= Map′(X,Y ) by the identity map;
hence, they are identical. �

Remark. It is generally not possible to put such a topol-
ogy on Map(X,Y ).
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Proposition 19.7. If X is a locally compact Hausdorff
space, then such a topology exists on Map(X,Y ) for any
topological space Y .

Remark. Let (Y, d) be a metric space. We might try to
define the distance between two maps as the maximum of
the distance between those maps evaluated at any point.
But this distance does not necessarily exist if X is not
compact. In this case, we will try to do this “separately”
for all compact subsets of X.

Lecture 20 — 10/20/10

Definition 20.1. Consider the set Map(X,Y ). We de-
fine the compact-open topology on Map(X,Y ) to be the
topology generated by the subbasis

{f ∈ Map(X,Y ) : f(K) ⊆ U}

taken over all compact K ⊆ X, and all open U ⊆ Y . Our
basis is therefore given by

{f ∈ Map(X,Y ) : f(K1) ⊆ U1, . . . , f(Kn) ⊆ Un}

Proposition 20.2. If X is locally compact, the evalua-
tion map

ev : X ×Map(X,Y ) −→ Y

(x, f) 7−→ f(x)

is continuous.

Proof. Say U ⊆ Y is open. We want to show that
ev−1(U) ⊆ X ×Map(X,Y ) is open. Note that

ev−1(U) = {(x, f) : f(x) ∈ U}

Say (x0, f0) ∈ ev−1(U). Then f0(x0) ∈ U . We
want an open set V ⊆ X,V 3 x0 and an open set
W ⊆ Map(X,Y ), W 3 f0 such that V ×W ⊆ ev−1(U).
That is, we want f(x) ∈ U,∀x ∈ V, f ∈ W . Since f0 is
continuous, f−1

0 (U) 3 x0 is an open subset of X. Since X
is locally compact, X is regular. Then ∃V 3 x open such
that V ⊆ f−1

0 (U). WLOG, assume that V is compact.
Let

W = {f ∈ Map(X,Y ) : f(V ) ⊆ U}

which is open by its definition. Then ev(V ×W ) ⊆ U . �

Note. For any topological space Z, a continuous map
g : Z → Map(X,Y ) yields a continuous map

X × Z −→ X ×Map(X,Y )
ev−−→ Y

which we call

ḡ : X × Z −→ Y

Proposition 20.3. Let X be a locally compact topologi-
cal space. Then g 7→ ḡ is a bijection between continuous
maps Z → Map(X,Y ) and continuous maps X×Z → Y .

Proof. To construct the inverse, begin with a continu-
ous map ḡ : Z ×X → Y . For each z ∈ Z, let ḡz : X → Y
be given by ḡz(x) = ḡ(x, z). So z 7→ ḡz defines a map
g : Z → Map(X,Y ). We want to show that g is continu-
ous.

Let U ⊆ Y be open, K ⊆ X be compact. Let

V = {f ∈ Map(X,Y ) : f(K) ⊆ U}

We want to show that g−1(V ) is open in Z.

g−1(V ) = {z ∈ Z : ḡ(x, z) ∈ U,∀x ∈ K}

Say z0 ∈ g−1(V ). Then ∀x ∈ K, ḡ(x, z0) ∈ U . So
there exists a neighborhood of (x, z0) belonging to ḡ−1(U)
about every x. Then ∃Vx ⊆ X,Wx ⊆ Z open such that
Vx 3 x,Wx 3 z0 and ḡ(Vx ×Wx) ⊆ U . Then

K ⊆
⋃
x∈K

Vx

Since K is compact, we can choose a finite subcover

Vx1
∪ · · · ∪ Vxn ⊇ K

Let
W =

⋂
i≤n

Wxi

Then

ḡ((Vx1
∪ · · · ∪ Vxn)×W ) =

⋃
ḡ(Vxi ×W )

⊆
⋃
ḡ(Vxi ×Wxi)

⊆ U

So ḡ(K × W ) ⊆ U . So for every z ∈ W , we have
ḡz(K) ⊆ U . Then ∀z ∈W, ḡz ∈ V . Hence,

z0 ∈W ⊆ g−1(V ) ⊆ Z

so g−1(V ) is open, as desired. �

Definition 20.4. Say Y is a metric space, X an arbitrary
set. Let f, g : X → Y . Define

ρ(f, g) = sup
x∈X

{
min

(
1, d(f(x), g(x))

)}
We call the topology induced by this metric the uniform
topology.

Claim 20.5. This is indeed a metric on Y X , and hence
on Map(X,Y ), if X is equipped with any topology.

Proof. Left as exercise. �
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Observation 20.6. A sequence f1, f2, . . . ∈ Map(X,Y )
converges to f by uniform convergence with respect to
the uniform topology:

(∀ε > 0)(∃N ∈ N)(∀x ∈ X)(∀n > N)(d(fn(x), f(x)) < ε)

Compare this with pointwise convergence:

(∀ε > 0)(∀x ∈ X)(∃N ∈ N)(∀n > N)(d(fn(x), f(x)) < ε)

Example. For functions [0, 1] → R, a uniform limit of
continuous functions is always continuous, but a point-
wise limit need not be.

Remark. Let X be a topological space, Y a metric space.
Map(X,Y ) can be equipped either with the compact open
topology or with the metric topology; however, these two
topologies are not the same in general.

Proposition 20.7. Let X be a compact topological space,
Y a metric space. Then the compact-open topology (TKU )
and the uniform topology (Td) on Map(X,Y ) coincide.

Proof. We claim that the identity maps between these
topological spaces are continuous. We will show first that

id : Mapd(X,Y )→ MapKU (X,Y )

is continuous. For this direction, we need only assume
that X is locally compact. By Proposition 20.3, it suffies
to give a continuous map X×Mapd(X,Y )→ Y . Consider
the evaluation map; we will show it is continuous.

Say U ⊆ Y open, x0 ∈ X, f0 ∈ Map(X,Y ), and
f0(x0) ∈ U . We want to find open sets V ⊆ X,V 3 x
and W ⊆ Mapd(X,Y ),W 3 f0 such that ev(V ×W ) ⊆ U .
Let y0 = f0(x0). Since U 3 y0 is open, ∃ε : Bε(y0) ⊆ U .
Since f0 is continuous, ∃V ⊆ X open, V 3 x0 such that
f0(V ) ⊆ Bε/2(y0). Let W = Bε/2(f0). Let x ∈ V, f ∈ W .
Then

d(f(x), f0(x0)) ≤ d(f(x), f0(x)) + d(f0(x), f0(x0)) < ε

So ∀x ∈ V, f ∈W, f(x) ∈ Bε(y0) ⊆ U , as desired.
Now we want to show that

id : MapKU (X,Y )→ Mapd(X,Y )

is continuous. We want to show that if f0 ∈ Map(X,Y ),
ε > 0, then Bε(f0) ⊆ MapKU (X,Y ) is open. WLOG,
take ε < 1. Say f ∈ Bε(f0). We want a neighborhood
of W 3 f open w.r.t. TKU such that W ⊆ Bε(f0). By
assumption, ρ(f, f0) < ε, so choose

δ = ε− ρ(f, f0)

So Bδ(f) ⊆ Bε(f0). Hence, WLOG, we can replace (f0, ε)
by (f, δ); that is, we may assume f = f0.

For each x ∈ X, the set

Ux := f−1
0

(
B ε

2
(f0(x))

)
⊆ X

is open in X and contains x. These open sets cover X.
Assuming X is compact, we can find a finite subcover
given by x1, . . . , xn:

Ux1
∪ · · · ∪ Uxn ⊇ X

Let

W = {f ∈ Map(X,Y ) : ∀i ≤ n, f(Uxi) ⊆ B ε
2
(f0(xi))}

W ⊆ MapKU (X,Y ) is open because it is an intersection of
finitely many basic open sets. We claim that W ⊆ Bε(f0);
that is, if f ∈W , then ∀x ∈ X, d(f(x), f0(x)) < ε. Then

d(f(x), f0(x)) ≤ d(f(x), f0(xi))︸ ︷︷ ︸
f∈W

+ d(f0(xi), f0(x))︸ ︷︷ ︸
∃i:x∈Uxi

< ε

for every x ∈ X, and therefore

ρ(f, f0) < ε

as desired. �

Lecture 21 — 10/22/10

Recall that if X is compact Hausdorff and (Y, d) is a met-
ric space, then Map(X,Y ) w.r.t. the compact-open topol-
ogy is also a metric space w.r.t. the uniform metric.

Proposition 21.1. If X is not compact, then conver-
gence in Map(X,Y ) is “uniform convergence on compact
sets”; that is to say, f1, f2, . . . ∈ Map(X,Y ) converges to
f ∈ Map(X,Y ) if f1|K , f2|K , . . . converges uniformly to
f |K , where K ⊆ X is compact.

Proof. We know that f1, f2, . . . converges to f iff for ev-
ery open neighborhood U ⊆ Map(X,Y ), U 3 f , all but
finitely many fi ∈ U . WLOG, U is a basic open set w.r.t.
the uniform topology; that is,

U = {g ∈ Map(X,Y ) : g(Ki) ⊆ Vi,∀i ≤ n}

for Ki ⊆ X compact, Vi ⊆ Y open. This condition de-
pends only on g|K1∪···∪Kn . �

Note. Given a continuous map

p : X ′ → X

composition with p defines a continuous map

Map(X,Y )→ Map(X ′, Y )

For example, if K ⊆ X is compact, we get a map
Map(X,Y ) → Map(K,Y ), and f1, f2, . . . converging to
f implies f1|K , f2|K , . . . converging to f |K in Map(X,Y ).
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Observation 21.2. We pose the question of when
Map(X,Y ) compact. The answer is essentially never. For
instance, consider the sequence of functions xn, where
X = Y = [0, 1]. These converge pointwise, but they do
not converge in Map(X,Y ), nor does any subsequence
converge.

Definition 21.3. Let X be a topological space, (Y, d) be
a metric space. A map f : X → Y is continuous if

(∀x ∈ X)(∀ε > 0)(∃U ⊆̊X,U 3 x)(∀x′ ∈ U)

(d(f(x), f(x′)) < ε)

Claim 21.4. f is continuous iff f−1(Bε(y)) is open for
all y ∈ Y,∀ε > 0.

Proof. Left as exercise. �

Definition 21.5. Let X be a topological space, (Y, d) be
a metric space. A collection of continuous functions

{fs : X → Y }s∈S

is equicontinuous if

(∀x ∈ X)(∀ε > 0)(∃U ⊆̊X,U 3 x)(∀x′ ∈ U)

(∀s ∈ S)(d(fs(x), fs(x
′)))

Example. Let {fs : R → R}s∈S be a collection of func-
tions such that:

1. Each fs is continuous and differentiable.

2. There exists a uniform bound on the derivatives of
each fs.

Then S is equicontinuous.

Proof. If |x− x′| < δ, then

|fs(x)− fs(x′)| < δ · sup
t∈R
|fs(t)| ≤ C · δ

It suffices to verify that |x− x′| < ε
C . �

Theorem 21.6 (Arzela-Ascoli Theorem). Let X be any
locally compact space,

F = {fs ∈ Map(X,Y )}s∈S ⊆ Map(X,Y )

be a family of functions. F is compact iff

1. ∀x ∈ X,Fx = {fs(x)} ⊆ Y is compact.

2. F is equicontinuous.

3. F is closed in Map(X,Y ).

Example. Let X = R, Y = [0, 1],

S = {f ∈ [0, 1]R : f differentiable, |f ′| ≤ 1}

(note that we are abusing notation slightly and are us-
ing the same symbol S to represent both the collection
of functions and its index). S is equicontinuous, and its
closure is compact (by Arzela-Ascoli). However, S is not
closed.

Note. If f is a uniform limit of differentiable functions,
then f need not be differentiable.

Example. Let X ⊆ C be an open subset, Y = {z ∈ C :
|z| ≤ 1}. Let

S = {f ∈ Y X : f holomorphic}

Theorem 21.7 (Cauchy Integral Formula).

f(a) =
1

2πi

∮
C

f(z)

z − a
dz

If f is holomorphic, then the converse also holds.

Corollary 21.8. S is closed and equicontinuous. S is
also uniformly bounded, since

f ′(a) =
1

−4π2

∮
C

f(z)

(z − a)2
dz

By Arzela-Ascoli, S is compact.

Theorem 21.9 (Riemann Mapping Theorem). Let U (
C be simply connected. Then there exists a bijective holo-
morphic map

f : U → {z : |z| < 1}

Proof. (Idea) Let S be defined as before. Take x ∈ U ,
and let

S0 = {f ∈ S : f(x) = 0} ⊂ S

which is closed and hence compact by Arzela-Ascoli. Con-
sider the function

S0 −→ R
f 7−→ |f ′|

We claim that this function is continuous (this is true by
the Cauchy Integral Formula). There exists some f ∈ S0

such that |f ′| is as large as possible; we claim that this is
our desired function. �
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Lecture 22 — 10/25/10

Theorem 22.1 (Arzela-Ascoli Theorem). Let X be a lo-
cally compact space, let (Y, d) be a metric space, and let
F ⊆ Map(X,Y ). Then F is compact iff

1. ∀x ∈ X, the set Fx = {f(x)}f∈F has compact clo-
sure in Y .

2. F is equicontinuous.

Proof. Assume F is compact. We want to show that (1)
and (2) are satisfied. WLOG, simply take F = F .

F ⊆ Map(X,Y )
evx−−−→ Y

is continuous since ev : X × Map(X,Y ) is continuous.
Hence, evx(F ) ⊆ Y is compact, which is condition (1).

It remains to be shown that F is equicontinuous. Fix
ε > 0 and take x ∈ X. We know that every map f ∈ F is
continuous. This means that ∃Uf ⊆̊ X, Uf 3 x such that
d(f(x), f(x′)) < ε

2 for x′ ∈ Uf . By local compactness,
assume WLOG that Uf has compact closure. Let

Vf = {g ∈ Map(X,Y ) : g(Uf ) ⊆ B ε
2
(f(x))}

Vf is open in Map(X,Y ) and Vf 3 f . Hence,

F ⊆
⋃
f∈F

Vf

F is compact, so there are finitely many points
f1, . . . , fn ∈ F such that F ⊆

⋃
i≤n Vfi . Let

U =
⋃
i≤n

Ufi

Note that if f ∈ F , then also f ∈ Vfi for some i. Then

f(Ufi) ⊆ f(Ufi) ⊆ B ε
2
(fi(x))

If x′ ∈ U , then ∃i such that

d(f(x′), f(x)) ≤ d(f(x′), fi(x)) + d(f(x), fi(x))

<
ε

2
+
ε

2
= ε

Hence, F is equicontinuous.
Now assume that (1) and (2) hold. We want to show

that F has compact closure in Map(X,Y ). Note that

F ⊆ Map(X,Y ) ⊆ Y X =
∏
x∈X

Y

Give
∏
x∈X Y the product topology, and let FΠ be the

closure of F in
∏
x∈X Y ; similarly, we will use KU to asso-

ciate with the compact-open topology. We claim that FΠ

is equicontinuous (and hence also FΠ ⊆ Map(X,Y )).

Fix ε > 0, x ∈ X. We want to find an open neigh-
borhood U ⊆ X,U 3 x such that d(f̄(x), f̄(x′)) < ε
for all f̄ ∈ FΠ, x′ ∈ U . Since F is equicontinu-
ous, ∃U ⊆̊ X,U 3 x such that d(f(x), f(x′)) < ε

3

for any x′ ∈ U, f ∈ F . Note that if f̄ ∈ FΠ, then
there exists f ∈ F such that d(f(x), f̄(x)) < ε

3 and
d(f(x′), f̄(x′)) < ε

3 . So

d(f̄(x), f̄(x′)) ≤ d(f̄(x), f(x)) + d(f(x), f(x′))

+ d(f(x′), f̄(x′))

<
ε

3
+
ε

3
+
ε

3
= ε

Hence it suffices to show that FΠ is compact in
MapKU (X,Y ). For suppose that this is so. Then FΠ ⊆
MapKU (X,Y ) is closed, and hence

FKU ⊆ FΠ ⊆ MapKU (X,Y )

implies that FKU is compact since it is a closed subset
of a compact set, which is our desired conclusion.

First we will show that FΠ ⊆
∏
x∈X Y is compact.

Recall that ∀x ∈ X, Fx ⊆ Y has compact closure. Call
the closure of this set Kx ⊆ Y . Consider

F ⊆
∏
x∈X

Kx ⊆
∏
x∈X

Y

By Tychonoff’s Theorem,
∏
x∈X Kx is compact, and

hence closed. Thus, FΠ ⊆
∏
x∈X Kx and hence is also

compact.
Finally, we will show that Map(X,Y ) and

∏
x∈X Y

determine the same topology on F . We know that
Map(X,Y ) →

∏
x∈X Y continuously, so FKU → FΠ

continuously. Thus, any subset U ⊆ FΠ open is also
open w.r.t. TKU . Now let U ⊆ FKU be open (w.r.t.
TKU ). We want to show it is also open for the product
topology. Let f ∈ U ; we will show that ∃Uf ⊆ U,Uf 3 f
open w.r.t. TΠ.

WLOG, assume U is subbasic open. That is, assume
∃K ⊆ X compact, W ⊆ Y open such that

U = {g ∈ F : g(K) ⊆W}

For each x ∈ K, since f(x) ∈ W ⊆ Y , then ∃εx > 0 :
Bεx(f(x)) ⊆ W . Equicontinuity of F yields Vx ⊆ X
open, Vx 3 x such that d(f̄(x), f̄(x′)) < εx

3 for all

f̄ ∈ F , x′ ∈ Vx. Clearly we have⋃
x∈K

Vx ⊇ K

We can choose a finite subcover given by x1, . . . , xn⋃
i≤n

Vxi ⊇ K
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Define

Uf =

{
g ∈ F : ∀i ≤ n, d(g(xi), f(xi)) <

εi
3

}
open in FΠ and containing f . To complete the proof, it
suffices to show Uf ⊆ U .

Say g ∈ Uf . Want: g(K) ⊆ W . It suffices to show
that g(Vxi) ⊆ W for every i. Say x ∈ Vxi . We will show
that g(x) ∈ Bεxi (f(xi)) ⊆W . We have that

d(g(x), f(xi)) ≤ d(g(x), g(xi)) + d(g(xi), f(xi))

+ d(f(xi), f(x))

<
εxi
3

+
εxi
3

+
εxi
3

= ε

So the compact-open topology and the product topology
determine the same topology on F , and hence F is com-
pact, as desired. �

Lecture 23 — 10/27/10

Recall that a metric space (X, d) is compact iff

1. For every open cover U of X, ∃ε > 0 : ∀x ∈ X,
Bε(x) ⊆ U for some U ∈ U .

2. ∀ε > 0, there exists a finite covering of X by Bε.

Definition 23.1. Let (X, d) be a metric space. A Cauchy
sequence in X is a sequence x1, x2, . . . ∈ X such that
∀ε > 0,∃N ∈ N : ∀m,n > N, d(xm, xn) < ε.

Note. Every convergent sequence is a Cauchy sequence.
Moreover, in R, the converse holds.

Definition 23.2. A metric space (X, d) is complete if
every Cauchy sequence in X is convergent.

Claim 23.3. Every compact metric space is complete.

Proof. Let (X, d) be a compact metric space. Say
x1, x2, . . . ∈ X is a Cauchy sequence. Then some sub-
sequence xi1 , xi2 , . . . ∈ X converges to x. We can choose
N1 such that ∀k > N1, d(xik , x) < ε

2 . Moreover, we can
choose N2 such that ∀m,n > N2, d(xn, xm) < ε

2 . Then
∀n, ik > N := max{N1, N2},

d(xn, x) ≤ d(xn, xik) + d(xik , x) < ε

So x1, x2, . . . converges also to x. �

Definition 23.4. Let (X, d) be a metric space. Two
Cauchy sequences x1, x2, . . . ∈ X and y1, y2, . . . ∈ X are
equivalent if ∀ε > 0,∃N ∈ N : ∀n > N, d(xn, yn) < ε.

Claim 23.5. This yields an equivalence relation.

Proof. Easy. �

Definition 23.6. The completion of a metric space
(X, d) is the set of equivalence classes of Cauchy sequences
in X. We will denote the completion as X. Note that

X ⊆ XN

Note. There is a natural map X → X given by x →
x, x, . . ..

Claim 23.7. Let (X, d) be a metric space, (xi), (yi) ∈ X
be Cauchy sequences. Define

d′((xi), (yi)) = lim
n→∞

d(xn, yn)

We claim that this limit exists.

Proof. It suffices to show that ∀ε > 0, ∃N : ∀n,m > N ,

|d(xn, yn)− d(xm, ym)| < ε

We can choose N1 such that ∀n,m,> N1, d(xn, xm) < ε
2 ;

we can choose N2 such that ∀n,m > N2, d(yn, ym) < ε
2 .

Take N = max{N1, N2}. Then ∀n,m > N ,

|d(xn, yn)− d(xm, ym)| ≤ |d(xn, yn)− d(xm, yn)|
+ |d(xm, yn)− d(xm, ym)|

≤ d(xn, xm) + d(yn, ym)

< ε �

Definition 23.8. We make X into a metric space with
the following metric

d̄(x̄, ȳ) = d′((xi), (yi))

for any (xi) ∈ x̄, (yi) ∈ ȳ.

Claim 23.9. d̄ is a metric.

Proof. We note that d′((xi), (yi)) = 0 ⇐⇒ (xi) ∼ (yi).
The proof is easy. �

Note. Note that our canonical map X → X is an isom-
etry

d(x, y) = d′((x), (y)) = d̄(x̄, ȳ)

Claim 23.10. X is complete.

Proof. Choose a Cauchy sequence x̄1, x̄2, x̄3, . . . ∈ X.
WLOG, we can represent each x̄i by a Cauchy sequence
(xi,j)j such that

d(xi,j , xi,j′) <
1

n
, ∀j, j′ > n

We claim that x̄1, x̄2, . . . converges to the equivalence
class of the Cauchy sequence x1,1, x2,2, . . ., which we will
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denote x̄. First, we will show that xi,i is a Cauchy se-
quence. Fix ε > 0. Choose N such that ∀n,m > N ,
d̄(x̄n, x̄m) < ε

2 . Then ∀n,m > N ,

d(xn,n, xm,m) ≤ d(xn,n, x̄n) + d̄(x̄n, x̄m) + d(x̄m, xm,m)

<
1

n
+
ε

2
+

1

m

<
ε

2
+

2

N

Note that this is an abuse of notation; when we write
x̄n and x̄m, we actually mean some term sufficiently far
along in their representative sequences. WLOG, take N
such that 2

N < ε
2 . Then d(xn,n, xm,m) < ε.

Now we must show that x̄1, x̄2, . . . converges to x̄.
Fix ε > 0. We can choose N1 such that ∀n > N1,
d(x̄n, xn,n) ≤ 1

n . We can also choose N2 such that
∀n,m > N2, d(xn,n, xm,m) < ε

2 . Take N = max{N1, N2}
and n,m > N . Then

d̄(x̄n, x̄) ≤ d(x̄n, xn,n) + d(xn,n, xm,m) <
1

n
+
ε

2

�

Enlarging N gives us our desired conclusion.

Lecture 24 — 10/29/10

Claim 24.1. If X is complete and Y ⊆ X, then Y is
closed iff Y is complete.

Proof. Recall that Y is closed iff ∀y1, y2, . . . ∈ Y con-
verging to x ∈ X, we have y ∈ Y . If Y is complete,
then {yi} is Cauchy and therefore converges to y ∈ Y .
So x = y ∈ Y . Conversely, if Y is closed and {yi} is a
Cauchy sequence in Y , then yi → x ∈ X. If Y is closed,
x ∈ Y and therefore {yi} converges in Y . �

Definition 24.2. Let (X, d) be a metric space. We say X
is totally bounded if ∀ε > 0, there exists a finite covering
of X by ε-balls.

Theorem 24.3 (Heine-Borel Theorem). Let (X, d) be a
metric space. X is compact iff X is complete and totally
bounded.

Proof. We have previously proven the only if direction
(Theorem 10.5), so we will concern ourselves only with
the if direction. Assume that X is complete and to-
tally bounded. We want to show that every sequence
x1, x2, . . . X has a convergent subsequence.

Fix ε > 0. We will construct a subsequence y1, y2, . . .
of (xi) such that d(yi, yj) < ε,∀i, j. Choose a covering of
X by finitely many ε

2 -balls, B1, . . . , Bm. Each xi ∈ Bk
for some k. Then one of the Bk must contain infinitely
many of the xi, which yields our desired subsequence.

We can thusly construct a collection of subsequences
for ε = 1, 1

2 ,
1
3 , . . .

x1,1, x1,2, x1,3, . . .

x2,1, x2,2, x2,3, . . .

...

such that each (xn,i) contains (xn+1,i) as a subsequence,
and such that d(xn,i, xn,j) <

1
n ,∀i, j. Consider the se-

quence x1,1, x2,2, . . . ∈ X. This is a subsequence of (xi).
If i < j, then

d(xi,i, xj,j) = d(xi,i, xi,k) <
1

i

for some k, since the j-sequence is a subsequence of the
i-sequence. So (xi,i) is Cauchy and hence convergent.
Thus, every sequence has a convergent subsequence, so
X is compact. �

Remark. Given a metric space (X, d), how can we char-
acterize the completion X? We might guess that X is
universal among complete metric spaces Y with X ↪→ Y .
That is, we might expect that, given a continuous map
f : X → Y , f extends uniquely to a map f̄ : X → Y .

However, this is not the case. The function x 7→ 1
x−π

is a continuous map Q→ R, and it extends uniquely to a
map Q ∼= R→ R, but this extension is not continuous.

We want to be able to choose x ∈ X and represent it
by a Cauchy sequence (xi). Consider f(x1), f(x2), . . .. If
this converges to a point y, we may set f̄(x) = y. But
as in the previous example, the sequence f(x1), f(x2), . . .
may not be Cauchy, or it may depend on the choice of
representative {xi}.

Definition 24.4. A function f : X → Y between metric
spaces (X, dX), (Y, dY ) is uniformly continuous if

(∀ε > 0)(∃δ > 0)(∀x, x′ ∈ X)

(dX(x, x′) < δ =⇒ dY (f(x), f(x′)) < ε)

Proposition 24.5. Let f : X → Y be a uniformly
continuous map between metric spaces (X, dX), (Y, dY ),
where Y is complete. Then f extends uniquely to a map
f̄ : X → Y .

Proof. We will abuse notation and denote all metrics d;
their meanings should be clear in context. Let x1, x2, . . .
be a Cauchy sequence. We want to show f(xi)’s are
Cauchy. Fix ε > 0. We want to find n ∈ N :
d(f(xi), f(xj)) < ε for i, j > n. By uniform continu-
ity, ∃δ > 0 : d(x, x′) < δ =⇒ d(f(x), f(x′)) < ε. We need
n ∈ N such that d(xi, xj) < δ for i, j > n. But this is true
for n� 0 since (xi) is Cauchy.
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Choose x ∈ X and represent it by a Cauchy sequence
(xi) ∈ X. Then f(xi) ∈ Y is Cauchy and hence conver-
gent to some point y ∈ Y since Y is complete. Define
f̄ : X → Y to extend f by

f̄(x) = y

First, we must show that f̄ is well-defined. Suppose
that (xi), (x

′
i) are both representatives of x. Fix ε > 0.

We want n ∈ N : ∀i > n, d(f(xi), f(x′i)) < ε. It suffices
to show that ∀i > n, d(xi, x

′
i) < δ. This is true since

(xi) ∼ (x′i). Hence, f(xi) ∼ f(x′i), as desired.
Finally, we must show that f̄ is uniformly continuous.

Take x, x′ ∈ X, and let (xi), (x
′
i) be respective repre-

sentatives. Fix ε > 0. Then there is δ > 0 such that
d(xi, x

′
i) < δ =⇒ d(f(xi), f(x′i)) = d(f̄(xi), f̄(x′i)) <

ε
2 .

If d(x, x′) < δ, there is some n � 0 such that ∀i > n,
d(xi, x

′
i) < δ. Thus, taking limits

d(f̄(x), f̄(x′)) ≤ ε

2
< ε

So f̄ is uniformly continuous. �

Proposition 24.6. Let X be a metric space, let i : X →
X ′ be a uniformly continuous map, where X ′ a complete
metric space such that ∀Y complete, X ↪→ Y , every uni-
formly continuous function extends uniquely as

X
f
//

i
��

Y

X ′
f̄

>>

Then X ′ ∼= X.

Lecture 25 — 11/1/10

We want to formalize the following notion:

1. Consider polynomials f(x) = a0 +a1x+ · · ·+anx
n.

“Generally, the roots of f are distinct.”

2. Consider two lines, L = {(x, y) : ax + by = c} and
L′ = {(x, y) : a′x+ b′x = c′}. “Generally, L and L′

intersect in one point.”

Remark. One way to do this is measure theory. Assign
to each set S a “measure” µ(S) such that µ(S) = 0 if S is
in some sense “small,” and where µ(StS′) = µ(S)+µ(S′).

Remark. We can also take a topological approach. We
observe that, in general, open sets (that are nonempty)
have many points. We want additionally to demand some
property stronger than being nonempty, such that inter-
secting “large” sets preserves “largeness.” Recall that
if X is a topological space, a subset S ⊆ X is dense if
S = X. A better formulation of our idea is that dense
open sets are large.

Claim 25.1. If U, V ⊆ X are dense and open, then U∩V
is dense and open.

Proof. U ∩ V is certainly open. Let W be a nonempty
open set in X. U ∩ W is nonempty and open. Then
U ∩W ∩ V 6= ∅, or in other words, (U ∩ V ) ∩W 6= ∅, as
desired. �

Remark. The condition of containing a dense open set,
however, is too restrictive. The intersection of a countable
collection of dense open sets need not be open, though it
often is dense.

Definition 25.2. A topological space X is a Baire space
if any countable intersection of dense open sets is dense.

Theorem 25.3 (Baire Category Theorem).

1. Any locally compact Hausdorff space is Baire.

2. Any complete metric space is Baire.

Proof. Let X be locally compact Hausdorff. Let
U1, U2, . . . ⊆ X be dense open sets. Let V ⊆ X be
nonempty. We want to show that V ∩ U1 ∩ U2 ∩ · · · 6= ∅.
We know U1 ∩ V 6= ∅. Then there exists a nonempty
open set V1 such that V 1 is compact and V 1 ⊆ U1 ∩ V .
V1∩U2 6= ∅, so there is a nonempty open set V2 such that
V 2 ⊆ V1 ∩ U2 is compact. We get a sequence of sets

V ⊇ V 1 ⊆ U1

V1 ⊇ V 2 ⊆ U2

V2 ⊇ V 3 ⊆ U3

...⋂
V i 6= ∅ by compactness of V 1, so we can choose

x ∈
⋂
V i. Then x ∈ V, x ∈ Ui for all i.

Now assume that (X, d) is a complete metric space.
Let Ui, V be as above. Then U1∩V 6= ∅, so ∃x1 ∈ U1 ∩ V .
There is ε1 > 0 such that B2ε1(x1) ⊆ U1 ∩ V ; WLOG,
ε1 ≤ 1. Define V1 = Bε1(x1). V1 ∩ U2 6= ∅, so
∃x2 ∈ V1 ∩ U2, ∃ε2 > 0, ε2 <

1
2

: B2ε2(x2) ⊆ V1 ∩ V2. De-
fine V2 = Bε2(x2). We get a sequence of points x1, x2, . . .
and positive real numbers 0 < εi <

1
i such that, defining

Vi = Bεi(xi), we have

V ⊇ V1 ⊇ V2 ⊇ · · · , Vi ⊆ Ui =⇒ V i ⊆ Ui

The sequence x1, x2, . . . is a Cauchy sequence, since
∀i ≤ j, xj ∈ Vj ⊆ Vi = Bεi(xi), so d(xi, xj) < εi <

1
i . By

completeness, the sequence x1, x2, . . . converges to some
x ∈ X. We have

d(xi, x) = lim
j→∞

d(xi, xj) ≤ εi < 2εi

Then x ∈ Ui for every i, and x ∈ V . �
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Definition 25.4. Let X be a topological space (usually
Baire). A set S ⊆ X is generic if there exist dense open
sets U1, U2, . . . such that S ⊇

⋂
Ui.

Corollary 25.5. If X is Baire, any generic subset is
dense.

Definition 25.6. Let X be a topological space (usually
Baire). A set S ⊆ X is meagre if X − S is generic.

Definition 25.7. Let X be a topological space. A set
A ⊆ X is nowhere dense if A ∩ V is not dense in V for
any V ⊆̊X.

Note. Let X be a Baire space. An open set U ⊆ X is
dense and open iff X − U is closed and nowhere dense;
that is, (X − U) ∩ V is not dense in V for any V . A
meagre set, therefore, is a set S ⊆

⋃
Yi where each Yi is

closed and nowhere dense.

Note. A countable union of meagre sets is meagre, and
a countable intersection of generic sets is generic.

Example. There exists a decomposition R = A∪B where
A has Lebesgue measure zero and B is meagre. These two
notions of “smallness” are incompatible.

Lecture 26 — 11/3/10

Recall that a continuous bijection f : X → Y between
topological spaces need not be a homeomorphism; that
is, f−1 need not be continuous. Equivalently, for any
U ⊆ X open, f(U) need not be open, and for any K ⊆ X
closed, f(K) need not be closed.

Definition 26.1. Let f : X → Y be a continuous map
between topological spaces. f is open if ∀U ⊆ X open,
f(U) ⊆ Y is open. Similarly, f is closed if ∀K ⊆ X
closed, f(K) ⊆ Y is closed.

Note. If f : X → Y is a continuous bijection, TFAE:

1. f is a homeomorphism.

2. f is open.

3. f is closed.

Example. Let X be a compact topological space, Y a
Hausdorff space. Then any continuous map f : X → Y
is closed.

Proof. If K ⊆ X is closed, K is compact. Then f(K) is
compact in Y , and hence closed. �

Corollary 26.2. Let f : X → Y be a continuous bijec-
tion between topological spaces. If X is compact and Y is
Hausdorff, f is a homeomorphism.

Example. Let X,Y be any topological spaces. Then the
projection maps πX : X × Y → X and πY : X × Y → Y
are open.

Proof. Let U ⊆̊X × Y . Since πX(
⋃
Uα) =

⋃
πX(Uα),

assume WLOG that U is basic open. Then U = V ×W :
V ⊆̊X open and W ⊆̊Y open. Hence,

πX(U) =

{
∅ W = ∅
V W 6= ∅

and thus is open. By symmetry, πY is also open. �

Note. Projection maps are generally not closed. Let
X = Y = R, and let K = {(x, y) : xy = 1} ⊆ R2.
Then πX(K) = R− {0} which is not closed.

Proposition 26.3. Let X,Y be any topological spaces,
Y compact. Then the projection map πX : X × Y → X
is closed.

Proof. Let K ⊆ X×Y be closed. We want to show that
πX(K) is closed, or equivalently that U := X −πX(K) is
open. Then

U = {x ∈ X : ∀y ∈ Y, (x, y) /∈ K}

Say x ∈ U . Then ∀y ∈ Y, (x, y) /∈ K. Since K is
closed, WLOG, for each y, there is a basic neighborhood
Vy × Wy given by Vy ⊆̊X,Vy 3 x and Wy ⊆̊Y,Wy 3 y
such that Vy × Wy ∩ K = ∅. The sets {Wy} cover Y
and hence admit a finite subcover Wyi ,Wy2 , . . . ,Wyn . Let
V = Vyi ∩ · · · ∩ Vyn . Clearly x ∈ V ⊆̊U . If x′ ∈ V , since
every y ∈ Y is in some Wyi , then (x′, y) ∈ Vyi ×Wyi , and
hence (x′, y) /∈ K. This shows that U is open, and hence
πX(K) is closed, as desired. �

Corollary 26.4. There exists a function f : [0, 1] → R
that is continuous but nowhere differentiable. Moreover,
the set

S =
{
f ∈ Map([0, 1],R) : ∃x ∈ [0, 1), df

dt is defined at x
}

is meagre.

Proof. For each n, define En ⊆ Map([0, 1],R) by

En =
{
f ∈ Map([0,1],R) :

(
∃x ∈ [0, 1− 1

n
]
)

(
∀ε < 1

n

)(
|f(x+ ε)− f(x)| ≤ nε

)}
We will make three claims:

1. If f is differentiable at any point x ∈ [0, 1], then
f ∈ En for some n.

2. Each En is closed.

3. Each En is nowhere dense.
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These imply that the collection S of somewhere-
differentiable functions is contained in

⋃
En, which is a

countable union of closed, nowhere dense sets, and hence
S is meagre in Map([0, 1],R) (since it is complete).

1. Suppose df
dt exists at t = x and takes the value c.

Then ∃ε > 0 : |f(x + ε) − f(x)| ≤ 2|c|ε for small
enough ε, and hence for ε < 1

n for some n. Let
n′ ≥ n

2|c| . Then f ∈ En′ .

2. Define Kn ⊂ Map([0, 1],R)× [0, 1
n ]× [0, 1− 1

n ] by

Kn = {(f, ε, x) : |f(x+ ε)− f(x)| ≤ nε}

Note that Kn is closed. f ∈ En iff ∃x ∈ [0, 1 − 1
n ]

such that ∀ε ∈ [0, 1
n ], (f, x, ε) ∈ Kn. Let us define

An ⊆ Map([0, 1],R)× [0, 1− 1
n ] by

An = {(f, x) : ∀ε ∈ [0,
1

n
] : (f, ε, x) ∈ Kn}

The complement of An is the image of the com-
plement of Kn under the relevant projection map.
The projection map is open, and hence An is closed.
En is the image of An under closed projection (the
projection map is closed since [0, 1− 1

n ] is compact).

3. We claim it suffices to show that En does not con-
tain any nonempty open set U . For suppose this is
the case, and suppose that En is not also nowhere
dense. Then ∃V ⊆̊ Map([0, 1],R) such that En ∩ V
is dense in V . But since En is closed, En ∩ V is
dense in V iff En ∩ V = V ⇐⇒ V ⊆ En. ⇒⇐.

Suppose ∃U ⊆̊En. Choose f ∈ U . Then ∃ε > 0 :
Bε(f) ⊆ U . Since f is continuous and [0, 1] is
compact, f is also uniformly continuous. Hence,
∃δ > 0 : |x−x′| < δ =⇒ |f(x)−f(x′)| < ε

3 . WLOG,
δ = 1

N for some N ∈ N. Let g be a piecewise linear

function [0, 1] → R which agrees with f on i
N for

0 ≤ i ≤ N . If x ∈ [0, 1], x ∈ [ iN ,
i+1
N ] for some i.

Then

|g(x)− f(x)| ≤
∣∣∣g(x)− f

( i
N

)∣∣∣+
∣∣∣f( i

N

)
− f(x)

∣∣∣
≤
∣∣∣f(

i+ 1

N
)− f

( i
N

)∣∣∣+
ε

3

≤ 2ε

3
< ε

Hence, Bε(f) ⊇ Bε/3(g). Let

fN (x) := g(x) +
1

N
sin(N2x)

For N � 0, we know that fN (x) ∈ Bε/3(g). But for
very large N , we must have fN (x) /∈ En. So En is
nowhere dense.

By our above argument, this completes the proof. �

Lecture 27 — 11/5/10

Consider the problem of trying to define log : C ?−→ C.
This is not possible, even as a map from C∗ → C (where
C∗ = C− {0}). What properties can we try to preserve?

1.
∂ log(z)

∂z
=

1

z
.

2. log(1) = 0.

We want to show, roughly, that these properties deter-
mine log z up to a constant. Specifically, taking any
z ∈ C, choose a smooth curve C between z and 1 not
passing through 0, and define

log z =

∫
C

1

z

We want to eliminate ambiguity by choosing C to be a
line, but this is not always possible (since it might pass
through 0). Instead consider the semicircle θ 7→ eiθ. If
z = eiθ, this gives log z = iθ, which yields log(−1) = iπ.
But if we instead take θ 7→ e−iθ, we get log(−1) = −iπ.
The problem is that there is a “hole” in C∗, and there
are different ways to “go around” this hole. We begin our
foray into algebraic topology by trying to formalize this
problem.

Definition 27.1. Let X be a topological space. Recall
that a path in X is a continuous function p : [0, 1] → X.
We say p is a path from p(0) ∈ X to p(1) ∈ X.

Recall also that X is path-connected if ∀x, y ∈ X,
∃p : [0, 1] → X a path such that p(0) = x, p(1) = y.
More generally, define ∼ on X such that x ∼ y if there
exists a path p from x to y. We say that x, y ∈ X are in
the same path component if x ∼ y.

Claim 27.2. ∼ is an equivalence relation.

Proof.

1. x ∼ x. We can choose the constant function taking
[0, 1]→ {x}.

2. x ∼ y =⇒ y ∼ x. If p : [0, 1]→ X satisfies p(0) = x,
p(1) = y, set q(t) = p(1−t), which satisfies q(0) = y,
q(1) = x.

3. x ∼ y, y ∼ z =⇒ x ∼ z. Let p be a path between x
and y, and q a path between y and z. Define

r(t) =

{
p(2t) 0 ≤ t ≤ 1

2

q(2t− 1) 1
2 ≤ t ≤ 1

This shows that a path component in X is an equivalence
class under ∼. �

Note.

1. Any topological space X is the union of its path-
components, each of which is path-connected.
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2. If x ∼ y, ∃p : [0, 1] → X, p(0) = x, p(1) = y.
Then ∀t ∈ [0, 1], p(t) ∼ x. Hence, p is a map
[0, 1]→ {a ∈ X : a ∼ x}.

3. The topology on X cannot be recovered from
the topology of path components (c.f. disjoint
clopen sets, disconnected subspaces, topologist’s
sine curve), but often can be in practice.

Definition 27.3. Let X be a topological space, x, y ∈ X.
The path space Px,y(X) is defined by

Px,y(X) = {p ∈ Map([0, 1], X) : p(0) = x, p(1) = y}

Px,y(X) inherits the topology on Map([0, 1], X). Simi-
larly, the space Px,x(X) is called the loop space at x.

Definition 27.4. Two paths p, q : [0, 1] → X with
p(0) = q(0) = x, p(1) = q(1) = y are homotopic if p, q lie
in the same path component of Px,y(X). Equivalently, ∃
a path

λ : [0, 1]→ Px,y(X)

with λ(0) = p, λ(1) = q. λ gives the same data as a
continuous map

h : [0, 1]× [0, 1]→ X

For each t ∈ [0, 1], λ(t) is a path t 7→ h(s, t)

• λ(0) = p means h(0, t) = p(t) for s ∈ [0, 1].

• λ(1) = q means h(1, t) = q(t) for s ∈ [0, 1].

• h(s, 0) = x for all s ∈ [0, 1].

• h(s, 1) = y for all s ∈ [0, 1].

We say that h is a homotopy from p to q.

Definition 27.5. Let X be any topological space. Define

π0X = X/∼

to be the set of path components. Homotopy is like-
wise an equivalence relation, and we call the equivalence
classes under homotopy the homotopy classes, denoted
[p] ∈ π0Px,y(X) for p ∈ Px,y(X).

Definition 27.6. Let X be a topological space. The
fundamental group of X at the base point x ∈ X is

π1(X,x) = π0Px,x(X)

the set of loops starting and ending at x, modulo homo-
topy.

Observation 27.7. Let f : X → Y be a continuous
map of topological spaces. If x, x′ ∈ X : x ∼ x′, then
f(x) ∼ f(x′). Thus, f induces a map

π0X → π0Y

Note. The fundamental group π1(X,x) depends on the
choice of base point x ∈ X, but this dependence is
minimal if X is path connected. Suppose so, and say
p : [0, 1] → X is a path, p(0) = x, p(1) = y. This gives a
map

Px,x(X)→ Py,y(X)

that takes λ ∈ Px,x(X) to λ′ ∈ Py,y(X), where λ′ is de-
fined by

λ′(t) =


p(1− 3t) 0 ≤ t ≤ 1

3

λ(3t− 1) 1
3 ≤ t ≤

2
3

p(3t− 2) 2
3 ≤ t ≤ 1

It is left as an exercise to show that λ 7→ λ′ is continuous.
This gives a map

π1(X,x) = π0Px,x(X) −→ π0Py,y(X) = π1(X, y)

The maps π1(X,x) → π1(X, y) and π1(X, y) → π1(X,x)
induced by p and p−1 are themselves inverses. See Propo-
sition 28.6.

Lecture 28 — 11/8/10

Recall that if X is a topological space, and x, y ∈ X,

Px,y = {p ∈ Map([0, 1], X) : p(0) = x, p(1) = y}

is the collection of paths from x to y, and is a topological
space w.r.t. the compact-open topology. Recall also that

π0Px,y = Px,y/∼

denotes the set of homotopy classes of paths from x to y.

Claim 28.1. Consider the topological space C∗. Then the
paths from 1 to −1 given by the upper and lower semicir-
cles are not homotopic.

Definition 28.2. Let p, q : [0, 1]→ X be paths such that
p(1) = q(0). Define the product p ∗ q : [0, 1]→ X by

(p ∗ q)(t) =

{
p(2t) 0 ≤ t ≤ 1

2

q(2t− 1) 1
2 ≤ t ≤ 1

Note that this is just the concatenation of p and q, taking
both paths at double speed.

Claim 28.3. p ∗ q is continuous.

Proof. Left as exercise. �

Claim 28.4. By the above definition, we get a map

µ : Px,y × Py,z → Px,z

µ is continuous.
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Proof. Left as exercise. �

Remark. µ induces a map

π0(Px,y × Py,z) ∼= π0(Px,y)× π0(Py,z) −→ π0(Px,z)

That is, if p ∼ p′, q ∼ q′, then p ∗ q ∼ p′ ∗ q′. Hence, ∗ is
defined also for homotopy classes, by

[p] ∗ [q] = [p ∗ q]

Proposition 28.5. π1(X,x), along with multiplication
µ, is a group.

Proof. Define the path 1 by

1 : [0, 1] −→ X

t 7−→ x

We claim that 1 is a left and right identity in π1(X,x).
To show that 1 is a right identity, we need to show that
∀p ∈ Px,x, p ∗ 1 ∼ p.

(p ∗ 1)(t) =

{
p(2t) 0 ≤ t ≤ 1

2

x 1
2 ≤ t ≤ 1

We define a map h : [0, 1]× [0, 1]→ X by

h(s, t) =

{
p((2− s)t) 0 ≤ t ≤ 1

2−s
x 1

2−s ≤ t ≤ 1

We have h(0, t) = (p ∗ 1)(t) and h(1, t) = p(t), and also
h(s, 0) = h(s, 1) = x, so h is a homotopy from p ∗ 1 to p.
The proof that 1 is a left identity is similar.

Now we claim that every element of π1(X,x) has a
two-sided inverse, and in particular, this inverse is given
by the path

p̄(t) = p(1− t)

We want to show that p ∗ p̄ and p̄ ∗ p are homotopic to 1.

(p ∗ p̄)(t) =

{
p(2t) 0 ≤ t ≤ 1

2

p(2− 2t) 1
2 ≤ t ≤ 1

We make a map h : [0, 1]× [0, 1]→ X

h(s, t) =


x 0 ≤ t ≤ s

2

p(2t− s) s
2 ≤ t ≤

1
2

p(2− 2t− s) 1
2 ≤ t ≤ 1− s

2

x 1− s
2 ≤ t ≤ 1

Note that h(0, t) = (p ∗ p̄)(t) and h(1, t) = 1(t), and also
h(s, 0) = h(s, 1) = x, so h is a homotopy from p ∗ p̄ to 1.
The proof for p̄ ∗ p is similar.

Finally, we want to show that µ is associative. We
claim that (p∗q)∗r ∼ p∗ (q ∗r) for all p ∈ Pw,x, q ∈ Px,y,
r ∈ Py,z.

(p ∗ q) ∗ r =


p(4t) 0 ≤ t ≤ 1

4

q(4t− 1) 1
4 ≤ t ≤

1
2

r(2t− 1) 1
2 ≤ t ≤ 1

whereas

p ∗ (q ∗ r) =


p(2t) 0 ≤ t ≤ 1

2

q(4t− 2) 1
2 ≤ t ≤

3
4

r(4t− 3) 3
4 ≤ t ≤ 1

We make a map h : [0, 1]× [0, 1]→ X

h(s, t) =


r((4− 2s)t) 0 ≤ t ≤ 1

4−2s

q(4(t− 1
4−2s )) 1

4−2s ≤ t ≤
1
4 + 1

4−2s

p((2 + 2s)(t− 1
4 −

1
4−2s )) 1

4 + 1
4−2s ≤ t ≤ 1

We have h(0, t) = ((p∗q)∗r)(t) and h(1, t) = (p∗(q∗r))(t),
and also h(s, 0) = w, h(s, 1) = z. Hence, h is a homotopy,
which completes our proof. �

Proposition 28.6. Let p ∈ Px,y(X). The map

ϕp : π1(X,x) −→ π1(X, y)

[q] 7−→ [p̄] ∗ [q] ∗ [p]

determines an isomorphism of groups.

Proof. First we claim that ϕp is a homomorphism of
groups; that is, ϕp([q] ∗ [q′]) = ϕp([q]) ◦ ϕp([q′]).

ϕp([q] ∗ [q′]) = [p̄] ∗ [q] ∗ [q′] ∗ [p]

= ([p̄] ∗ [q] ∗ [p]) ∗ ([p̄] ∗ [q′] ∗ [p])

= ϕp([q]) ◦ ϕp([q′])

Then we claim that ϕp is bijective. It has an inverse

ϕp̄ : π1(X, y)→ π1(X,x)

For [q] ∈ π1(X,x),

ϕp̄(ϕp([q])) = ϕp̄([p̄] ∗ [q] ∗ [p])

= [p] ∗ [p̄] ∗ [q] ∗ [p] ∗ [p̄]

= [q]

This completes the proof. �

Note. If X is path-connected, this means the choice of
base point for the fundamental group is irrelevant, up to
isomorphism. However, it is important to note that this
isomorphism is not canonical; it depends on the path p.
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Lecture 29 — 11/10/10

Recall that we cannot properly define a map

log : C∗ → C

since we get, for instance 0 = log 1 = log e2πi = 2πi. How-
ever, exp : C→ C∗ is well-defined. We want to formalize
the notion that exp almost has an inverse, as described
before. Moreover, we want to describe the fundamental
group π1(C∗, 1) by considering an action on the set

exp−1{1} = {(2πi)n : n ∈ Z}

Definition 29.1. Let f : X̃ → X be a map of topologi-
cal spaces. We say that f is a covering map if every point
x ∈ X has a neighborhood U such that

f−1(U) ∼=
∐
s∈S

Us

the disjoint union of open sets Us, each mapped homeo-
morphically to U by f . We call X̃ a covering space.

Note. It follows immediately from this definition that a
covering map is a local homeomorphism. Note also that

f−1(U) ∼= U × S

where S is taken with the discrete topology.

Example. Consider exp : C→ C∗. Let

U = {z : |z − 1| < 1}

We can define log : U → C by the formula

log(1 + z) = z − z2

2
+
z3

3
− · · ·

Write log(U) = V ⊆ C. Then we get

exp−1(U) =
⋃
n∈Z

(V + 2πin) ∼= V × Z ∼= U × Z

Observation 29.2. If S has a single element for every x,
then f is a homeomorphism. This is true because cover-
ing maps are local projections, hence open, and therefore
homeomorphic if bijective.

Definition 29.3. Let f : X̃ → X be a covering map, let
x ∈ X. The fiber of x is the set f−1{x} ⊂ X̃. Note that
all fibers are discrete.

Definition 29.4. Let ϕ : X̃ → X be a continuous map
of topological spaces. Let f : Y → X also be a continu-
ous map. A lifting of f is a map f̃ : Y → X̃ such that

ϕ ◦ f̃ = f .

X̃

ϕ

��

Y

f̃

??

f
// X

Theorem 29.5. Let f : X̃ → X be a covering map, let
x ∈ X, and let p ∈ Px,x(X). Choose x̃ ∈ f−1{x}. Then

1. p lifts uniquely to a path p̃ : [0, 1] → X̃ such that
p̃(0) = x̃.

2. The fundamental group π1(X,x) acts on the fiber
f−1{x} by the monodromy action,

x̃[p] = p̃(1)

Proof. For now, we assume (1). To show (2), we want
to show the following:

1. p̃(1) depends only on [p] and x̃, not on p.

2. p̃(1) = x̃ if p is the constant path t 7→ x.

3. If [p], [q] ∈ π1(X,x), then (x̃[p])[q] = x̃[p ∗ q].

We first prove 2. Let 1 : [0, 1] → X be the constant
path, given by 1(t) = x. By (1), this lifts uniquely to

1̃ : [0, 1]→ X̃, which is given by 1̃(t) = x̃. Hence,

x̃[1] = 1̃(1) = x̃

Now we prove 3. Say p, q ∈ Px,x(X). What is p̃ ∗ q?
Let x̃′ = p̃(1), making p̃ a path from x̃ to x̃′. Let q̃′ be a
path from x̃′ to x̃′′ (with f ◦ q̃′ = q). The product p̃ ∗ q̃′
is well-defined, starts on x̃, and does indeed lift p ∗ q:

p̃ ∗ q = p̃ ∗ q̃′

Thus, we have,

[p ∗ q]x̃ = x̃′′ = x̃′[q] = (x̃[p])[q]

We leave the proof of 1 and (1) for later. �

Observation 29.6. Let f : X → Y be a continuous
map between topological spaces, x ∈ X. Then f induces
a continuous map Px,x(X) → Pf(x),f(x)(Y ) by composi-
tion, and hence a map

π1(f) : π1(X,x)→ π1(Y, f(x))

This is a group homomorphism, called the induced
homomorphism, and the proof is left as an exercise.

Observation 29.7. Let f : X̃ → X be a covering map,
x ∈ X. Choose x̃ ∈ f−1{x}, and let Hx̃ be its stabilizer
under the monodromy action in π1(X,x).

Hx̃ = {[p] ∈ π1(X,x) : x̃[p] = x̃}

Equivalently, p̃(1) = x̃ = p̃(0). So Hx̃ = im(π1(f)), the
image of the induced homomorphism

π1(f) : π1(X̃, x̃)→ π1(X,x)

Observation 29.8. If X̃ is path-connected, then
the monodromy action is transitive. For given any
x̃, x̃′ ∈ f−1{x}, there is a path p̃ : [0, 1] → X̃ from x̃
to x̃′. Hence, x̃′ = x̃[f ◦ p̃].
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Lecture 30 — 11/12/10

Theorem 30.1. Let X be a topological space, x ∈ X,
f : X̃ → X a covering map, p ∈ Px,x(X). Then the fun-
damental group π1(X,x) acts on f−1{x} via the formula

x̃[p] = p̃(1)

where p̃ : [0, 1]→ X̃, with p̃(0) = x̃, lifts p uniquely.

Theorem 30.2 (Homotopy Lifting Property). Suppose

that f : X̃ → X is a covering map, K a compact topolog-
ical space. Let p : [0, 1] ×K → X be a continuous map.

Let p̃0 : K → X̃ be any map such that

f ◦ p̃0 = p|{0}×K

or, equivalently, such that p̃0 lifts the map p0 : K → X
given by p0 = p|{0}×K . Then there exists a unique map

p̃ : [0, 1]×K → X̃

such that p̃|{0}×K = p̃0, and which lifts p.

Proof. (of Theorem 30.1). Assume that the homotopy
lifting property holds. By taking K to be a point, we find
that p̃ exists and is unique for every lift x̃ of the point x.

Moreover, we learn that if p, q ∈ Px,x(X) are homo-
topic, then p̃ and q̃ are homotopic as well. For sup-
pose that h : [0, 1] × [0, 1] → X is a homotopy be-
tween paths p and q. Then h lifts uniquely to a map
h̃ : [0, 1]× [0, 1]→ X̃. So we have

f(h̃(0, t)) = h(0, t) = p(t)

f(h̃(1, t)) = h(1, t) = q(t)

We know that p̃(t) = h̃(0, t), and by uniqueness, we now
also have q̃(t) = h̃(1, t). Hence, h̃ is indeed a homotopy
between p̃ and q̃, so

x̃[p] = x̃[q]

which completes our proof. �

Lemma 30.3. For every t ∈ [0, 1], there exists an open

interval U 3 t such that ∀t′ ∈ U and ∀p̃t′ : K → X̃ any
lift of the map pt′ : K → X given by pt′ = p|{t′}×K ,

∃!q̃ : U ×K → X̃ such that q̃ lifts p|U×K

f ◦ q̃ = p|U×K

and q̃|{t′}×K = p̃t′ .

Proof. (of Lemma). Fix t ∈ [0, 1]. For each a ∈ K,

p(t, a) ∈ X. Since f : X̃ → X is a covering map, we can
choose a neighborhood Va 3 p(t, a) such that

f−1(Va) ∼=
∐

Va

By continuity, p−1(Va) ⊇ Ua ×Wa for some Ua ⊆̊ [0, 1],
Ua 3 t, and some Wa ⊆̊K, Wa 3 a.

We can write
K =

⋃
a∈K

Wa

By compactness, there are points a1, . . . , an ∈ K such
that

K = Wa1 ∪ · · · ∪Wan

Take

U :=

n⋂
i=1

Uai

We know that U ⊆̊ [0, 1] and t ∈ U . We claim that U is
our desired open set.

Say t′ ∈ U , and suppose p̃t′ : K → X̃ is given. We
want to construct q̃. This problem is local on K; that is,
it suffices to construct q̃i = q̃|U×Wai

for each i. We define

q̃i : U ×Wai → X̃ by

q̃i(t
′, a) = p̃t′(a)

Note that, by construction, we have f−1(Vai)
∼=
∐
Vai

and p(U ×Wai) ⊆ Vai . Thus, p̃t′ |Wai
must define a map

p̃t′ |Wai
: Wai −→ f−1(Vai)

∼= Vai × S

This map is given by p|{t′}×Wai
and some continuous map

ϕ : Wai → S. Hence, our map

q̃i : U ×Wai → Vai × S ∼= f−1(Vai) ⊆ X̃

is determined uniquely by

p|U×Wai
: U ×Wai −→ Vai

in one component, and by

U ×Wai
π−→Wai

ϕ−→ S

in the other.
The maps q̃i and q̃j agree on (U ×Wai) ∩ (U ×Waj )

by uniqueness. Hence, the q̃i glue to give a map

q̃ : U ×K → X̃

with q̃(t, a) = q̃i(t, a) when a ∈ Wai . The continuity of q̃
is left as an exercise. �

Proof. (of Homotopy Lifting Property).
For each t ∈ [0, 1], choose Ut as in the Lemma. Then

[0, 1] =
⋃

t∈[0,1]

Ut

By compactness, we can choose t1, . . . , tn ∈ [0, 1] such
that

[0, 1] = Ut1 ∪ · · · ∪ Utn
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Then we can choose points

0 = s0 ≤ s1 ≤ · · · ≤ sn = 1

such that ∀i ≤ n, [si, si+1] ⊆ Utj for some j.

Let p̃0 : K → X̃ be given. By the Lemma, we can
extend p̃0 to a map

p̃0,1 : [s0, s1]×K → X̃

such that p̃0,1(s0, a) = p̃0(a) and fp̃0,1(s, a) = p(s, a).

Then we can choose another map p̃1,2 : [s1, s2]×K → X̃
with p̃1,2(s1, a) = p̃0,1(s1, a) and fp̃1,2(s, a) = p(s, a).
Continuing in this way, we get maps

p̃i,i+1 : [si, si+1]×K → X̃

such that

p̃i,i+1(si, a) = p̃i−1,i(si, a) and fp̃i,i+1(s, a) = p(s, a)

We define

p̃(s, a) = p̃i,i+1(s, a), where s ∈ [si, si+1]

By construction, p̃(0, a) = p̃0(a), and by the Lemma, p̃
is unique. The proof that p̃ is continuous is left as an
exercise. �

Let f : X̃ → X be a covering map, x ∈ X, and choose
x̃ ∈ X̃ such that f(x̃) = x. Then we have the induced
homomorphism

π1(f) : π1(X̃, x̃) −→ π1(X,x)

Recall that

im(π1(f)) = {[p] ∈ π1(X̃, x̃) : x̃[p] = x̃}

is the stabilizer of x̃.

Proposition 30.4. π1(f) is injective; equivalently, there
is an isomorphism

π1(X̃, x̃) ∼= Hx̃

where Hx̃ is the stabilizer of x̃.

Proof. Let p̃ ∈ Px̃,x̃(X̃), p = f ◦ p̃. Assume [p] is trivial
in π1(X,x). Then there is a homotopy h for the constant
path x and our path p. By the homotopy lifting property,
we can lift h to a homotopy h̃ : [0, 1]× [0, 1]→ X̃. h̃ is a
homotopy from p̃ to the constant path x̃, so

[p̃] ∈ π1(X̃, x̃)

is trivial. Thus, ker(π1(f)) is trivial, and hence, π1(f) is
injective. �

Lecture 31 — 11/15/10

Recall that if f : X̃ → X is a covering map, then

1. π1(X,x) acts on f−1{x}.

2. The stabilizer of any given element x̃ ∈ f−1{x} is

π1(X̃, x̃).

Definition 31.1. A topological space X is simply
connected if X is path-connected and π1(X,x) is triv-
ial (a condition which does not depend on x by path-
connected).

Observation 31.2. If X̃ is simply connected, then
π1(X̃, x̃) = 0 for every x̃ ∈ f−1{x}. Hence, the mon-
odromy action is simply transitive, yielding a bijection of
sets

π1(X,x)←→ f−1{x}

Example. Consider the covering map

exp : C→ C∗

The space C is simply connected since any two paths p
and q are homotopic by the homotopy

h(s, t) = sp(t) + (1− s)q(t)

Since exp−1{1} ' 2πiZ ' Z, by the above, we get

π1(C∗, 1)←→ Z

Example. Consider the 1-circle

S1 = {z ∈ C : |z| = 1}

and the covering map given by

θ : R −→ S1

t 7−→ e2πit

For any x ∈ S1, we have

π1(S1, x)←→ θ−1{x} ' Z

Remark. One way to obtain covering spaces is via group
actions. Let G be a group acting on a topological space
X̃. We want for X := X̃/G to be a topological space and

X̃ −→ X̃/G = X

a covering map.

Example.

1. Let X̃ = R, G = Z. G acts on X̃ by

G× X̃ −→ X̃

(n, t) 7−→ t+ n

X := X̃/G ' S1, and X̃ → X is a covering map.
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2. Let X̃ = C, G = Z. G acts on X̃ by

G× X̃ −→ X̃

(n, z) 7−→ z + 2πin

X := X̃/G ' C∗, and X̃ → X is a covering map.

Remark. An action of G on X̃ is a map

a : G× X̃ → X̃

such that

1. a(1, x̃) = x̃.

2. a(g, a(g′, x̃)) = a(gg′, x̃).

We want group action to respect topology in some way;
that is, we want it to be continuous. Equivalently,
∀g ∈ G, we want the map x̃ 7→ a(g, x̃) to be continu-
ous.

Definition 31.3. Let Y, Y ′ be topological spaces and let
p : Y � Y ′. We call p a quotient map provided that
U ⊆̊Y ′ iff p−1(U) ⊆̊Y . Note that this is a strictly stronger
condition than continuity.

Definition 31.4. Let Y be a topological space, A any set.
Let p : Y � A. There is a single topology on A relative
to which p is a quotient map; this topology is called the
quotient topology, and is given by U ⊆̊A if p−1(U) ⊆̊Y .

Note. Suppose that {Uα} are open in A. Then
p−1(

⋃
α Uα) =

⋃
α p
−1(Uα), so

⋃
Uα is open. The same

is true for finite intersections.

Definition 31.5. Let Y be any topological space, ∼ be
an equivalence relation on Y . Consider the map

p : Y −→ Y/∼
y 7−→ y

Equipping Y/∼ with the quotient topology w.r.t. p yields
a quotient space.

Note. Let Z be any set. Then giving a map f : Y/∼→ Z
is equivalent to giving a map f ′ : Y → Z such that

1. f ′(a) = f ′(b) when a ∼ b.

2. f(x) = f ′(x).

3. f ′ = f ◦ p.

Claim 31.6. If Z has a topology, f is continuous iff f ′

is continuous.

Remark. Returning to our discussion of covering spaces,
we find that X̃/G inherits the quotient topology, and the

map X̃ → X̃/G is continuous. However, it is not usually
a covering map.

Example. Let X̃ = R, G = Q. G acts on X̃ by

G× X̃ −→ X̃

(q, t) 7−→ t+ q

R/Q inherits the quotient topology. We claim that this
is the trivial topology.

We know there is a bijection between open subsets
of R/Q and open subsets of R that are invariant under
translation by Q. But there are no such proper subsets
of R. For suppose that U ⊆̊R is invariant. If U 6= ∅, then
U ⊇ (t− ε, t+ ε) for some t ∈ R, ε > 0.

Choose q ∈ Q such that q ∈ (t − ε
2 , t + ε

2 ). For any
t′ ∈ R, we can choose q′ ∈ Q such that |q′− t′| < ε

2 . Then
t′ − q′ + q ∈ (t− ε, t+ ε) ⊆ U . Hence, t′ ∈ U , so U = R.

This does not yield a covering map.

Definition 31.7. Let G be a group acting on a topolog-
ical space X̃. We say the action is topologically free or

properly discontinuous if ∀x ∈ X̃, there is U ⊆̊ X̃ such
that U 3 x but

∀g ∈ G, g 6= 1, U ∩ gU = ∅

where gU = {y ∈ X̃ : y = gy′ for y′ ∈ U}.

Example. Z 	 R is topologically free, since(
(−1

2
,

1

2
) + n

)
∩
(
−1

2
,

1

2

)
= ∅

But Q 	 R is not topologically free.

Theorem 31.8. Let G be a group with a topologically
free action on a space X̃. Let X = X̃/G. Then the map

p : X̃ → X is a covering map.

Proof. Let x ∈ X. Choose x̃ ∈ X̃ such that p(x̃) = x.

Choose U ⊆̊ X̃, U 3 x̃ such that ∀g 6= 1, U ∩ gU = ∅. We
claim that p(U) is an open subset of x.

We prove a more general claim, that p : X̃ → X̃/G is

an open map. If V ⊆̊ X̃, then

p−1(p(V )) =
⋃
g∈G

gV

which is a union of open sets, and hence is open. So
p(V ) ⊆̊ X̃/G since p is a quotient map.

We claim that p−1(p(U)) ⊆ X̃ is an even covering of
p(U) 3 x. Note that

p−1(p(U)) =
⋃
g∈G

gU =
∐
g∈G

gU

We claim that the map gU → p(U) is a homeomorphism.
We know that gU contains at most one point of each or-
bit, else gU would not be disjoint from each g′U . Hence,
gU and p(U) are in bijection. But we also know that p is
continuous and open. Thus, gU ∼= p(U), and hence p is
indeed a covering map, as desired. �
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Observation 31.9.

1. The action of G is simply transitive. For consider
gU and g′U ; the element g′g−1 ∈ G takes gU to
g′U , and it is unique by proper discontinuity. It
follows that g acts as a homeomorphism on X̃.

2. The action of G and the monodromy action com-
mute

(gx̃)[q] = q̃gx̃(1) = (g ◦ q̃x̃)(1) = g(x̃[q])

since q̃gx̃ and g ◦ q̃x̃ are both lifts of q starting at x̃,
and hence are unique.

3. By our first observation, given x̃ ∈ X̃, x = p(x̃), we
get

p−1{x} = {gx̃ : g ∈ G} ' G

Hence, the monodromy action of π1(X,x) gives a
map

ϕ : π1(X,x) −→ G

which takes a path [q] to the element gq ∈ G such
that gqx̃ = x̃[q]. Then this map ϕ is a homomor-
phism, for we have

ϕ([q ∗ q′])x̃ = x̃[q ∗ q′]
= x̃[q][q′]

= ϕ([q′])x̃[q]

= ϕ[q]ϕ([q′])x̃

If X̃ is path-connected, then the monodromy ac-
tion is transitive, so this map is surjective. If X̃
is simply connected, then the monodromy action is
simply transitive, so this map is an isomorphism,

π1(X,x) ' G ' p−1{x}

Example. π1(C∗, 1) ' Z is a group.

Lecture 32 — 11/17/10

Definition 32.1. Let X be any topological space. A
universal cover of X is a simply connected space that
covers X.

Definition 32.2. Let X be a topological space. X is
semilocally path-connected if ∀x ∈ X, ∀U ⊆̊X : U 3 x,
∃V ⊆̊X : V ⊆ U, V 3 x such that every point y ∈ V is
connected to x by a path in U .

Claim 32.3. Let X be a topological space. TFAE:

1. X is semilocally path-connected.

2. ∀U ⊆̊X, the path components of U are open.

Proof. The proof is trivial. �

Observation 32.4. If X is semilocally path-connected,
so is any covering space of X, since both of these are local
properties. Also note that path-connectedness and con-
nectedness are equivalent in a semilocally path-connected
space, as are their respective components.

Proposition 32.5. Let X be a topological space that
is both semilocally path-connected and simply connected.
Then every covering space of X is homeomorphic to X×S
for some set S.

Proof. Let f : X̃ → X be a covering map. Note that X̃
is a disjoint union of open path components by semilocal
path-connectedness. So WLOG, assume that X̃ is path-
connected. Then the monodromy action of π1(X,x) is
transitive. But π1(X,x) = 0, so f−1{x} has only one

point. Hence, X̃ ∼= X. �

Corollary 32.6. Let X be semilocally path-connected.
Let X̃ be a universal cover of X with covering map

f : (X̃, x̃)→ (X,x)

Then for any covering map f ′ : X̃ ′ → X and any point
x̃′ ∈ f ′−1{x}, there is a unique map g : X̃ → X̃ ′ such
that g(x̃) = x̃′ and the following diagram is commutative

X̃

g

��

f

��

X̃ ′
f ′
// X

Proof. Consider the fiber product

Y = X̃ ×X X̃ ′ = {(a, b) : a ∈ X̃, b ∈ X̃ ′, f(a) = f ′(b)}

The projection map f̃ : Y → X̃ is a covering map. Since
X̃ is simply connected, Y ∼= X̃ × S, and in particular we
find that S ∼= f−1{x}.

Note that giving a map g : X̃ → X̃ ′ such that
f ′ ◦ g = f is equivalent to giving a map g′ : X̃ → Y
such that f̃ ◦ g′ = id. This is the same as giving a contin-
uous map X̃ → S, which, since X̃ is simply connected, is
constant and is the same as giving an element of S. �

Corollary 32.7. Let X be semilocally path-connected,
f : (X̃, x̃) → (X,x) a universal covering map. For every

element x̃′ ∈ f−1{x}, there is a unique map f ′ : X̃ → X̃
such that f ◦ f ′ = f and f ′(x̃) = x̃′.

Note. By applying the corollary with x̃ and x̃′ inter-
changed, we find an inverse to f ′, and hence all such
maps f ′ are homeomorphisms from X̃ → X̃.
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Definition 32.8. Let f : X̃ → X be a covering map,
and define

Aut(f) = {γ : X̃ → X̃ | γ homeomorphic, f ◦ γ = f}

Each such γ is called a deck transformation or covering
transformation. Moreover, since inverses and compo-
sitions of homeomorphisms are themselves homeomor-
phims, Aut(f) is a group, called the group of deck
transformations of the given cover. This group Aut(f)

has a natural action on X̃ by evaluation.

Lemma 32.9 (Unique Lifting Property). Let X,Y be ar-

bitrary topological spaces, f : (X̃, x̃) → (X,x) a covering
map, g : (Y, y0)→ (X,x) a continuous map with a lifting

g̃ : (Y, y0)→ (X̃, x̃); that is, we have

X̃

f

��

Y
g
//

g̃

�

??

X

If Y is connected, then this lifting is unique.

Proof. Let g̃′ : (Y, y0) → (X̃, x̃) be another lifting. Let
y ∈ Y . Choose an open neighborhood U 3 x such that
f−1(U) =

∐
Ũα evenly covers U . Take Ũ 3 g̃(y) and

Ũ ′ 3 g̃′(y) among these disjoint open sets. By continuity,

∃V ⊆̊Y , V 3 y such that g̃(V ) ⊆ Ũ and g̃′(V ) ⊆ Ũ ′.
If g̃(y) 6= g̃′(y), then Ũ 6= Ũ ′. Then Ũ ∩ Ũ ′ = ∅, and

hence g̃(y′) 6= g̃′(y′) for any y′ ∈ V . If instead g̃(y) =

g̃′(y), then Ũ = Ũ ′. Then we must have g̃|V = g̃′|V since

f ◦ g̃|V = f ◦ g̃′|V and f is injective from Ũ = Ũ ′ into U .
So the set {y ∈ Y : g̃(y) = g̃(y′)} is clopen, and hence is
all of Y . �

Observation 32.10. Let X̃ be path-connected. Choose
x ∈ X and x̃ ∈ f−1{x}. Each deck transformation
γ ∈ Aut(f) is a lift of the covering map f , and hence
is uniquely determined by its action on x̃. Thus, the ac-
tion of Aut(f) is free (though not necessarily transitive).

Observation 32.11. Recall Theorem 31.8, where we
showed that if G is a topologically free action on X̃ and
X = X̃/G, then f : X̃/G → X is a covering map. We

now claim that if X̃ is path-connected, then G = Aut(f).

Choose γ ∈ Aut(f). Then for any point x̃ ∈ X̃, there
exists g ∈ G taking x̃ to γ(x̃) (this is true because X is
the orbit space and f the canonical projection). But then
g(x̃) = γ(x̃), which yields g = γ by freeness, and hence
G = Aut(f).

Proposition 32.12. Let f : X̃ → X be a covering map,
X̃ path-connected, G the group of deck transformations.
Then the action of G is topologically free.

Proof. Let U ⊆̊X be evenly covered, with Ũ ∼= U in this
even covering. Let g ∈ G. If Ũ ∩ gŨ 6= ∅, then ∃x̃, x̃′ ∈ X̃
such that x̃ = gx̃′. Since g is a deck transformation, x̃ and
x̃′ are in the same fiber f−1{x}. But this fiber intersects

Ũ at only one point, so x̃ = x̃′. Hence, by uniqueness,
g = 1, so our action is indeed topologically free. �

Proposition 32.13. If, in addition, X is path-connected
and the action of G is transitive (and hence simply tran-
sitive), then X̃/G ∼= X.

Proof. We have

X̃

f

	
!!

π
��

X̃/G
ϕ
// X

We want to show that ϕ is a homeomorphism. Since f is
surjective, so is ϕ. Moreover, since G acts simply transi-
tively, ϕ is bijective. It suffices to show that ϕ is open to
complete the proof. If U ⊆ X̃/G is open, then π−1(U) is
open, and ϕ(U) = (ϕ ◦ π)(π−1(U)). But ϕ ◦ π = f is a
covering map, and hence open, as desired. �

Lecture 33 — 11/19/10

Recall that a topological space X is called semilocally
path-connected if ∀x ∈ U ⊆̊X, ∃V ⊆̊X, V ⊂ U , V 3 x
such that every point y ∈ V is connected to x by a path
in U .

Definition 33.1. A topological space X is semilocally
simply connected if ∀x ∈ X, ∃U ⊆̊X,U 3 x such that the
map π1(U, y) → π1(X, y) induced by inclusion is trivial
for all y ∈ U .

Theorem 33.2. If X is path-connected, semilocally path-
connected, and semilocally simply connected, then X has
a universal cover.

Proof. Fix x ∈ X. Let

Px := {p ∈ Map([0, 1], X) : p(0) = x}

Let ∼ be an equivalence relation on Px such that p ∼ q if
p(1) = q(1) and [p] = [q]. Define

X̃ := Px/ ∼

We give Map([0, 1], X) the compact-open topology, Px
the subspace topology, and X̃ the quotient topology. Let
π : Px → X̃ be the quotient map, f̄ : Px → X the map

37



Math 131—Topology I Max Wang

given by f̄(p) = p(1), and f : X̃ → X the map induced
via π; that is,

Px

π
��

f̄

	
��

X̃
f
// X

We will show that f is a covering map and that X̃ is
simply connected.

First we will show that f is open. Let U ⊆̊ X̃.
π−1(U) ⊆ Px is open by continuity. Then

f(U) = f̄(π−1(U))

So it suffices to show that f̄ is open.
Say V ⊆̊Px. Say y ∈ f̄(V ), so y = p(1) for some

p ∈ V (this is true by surjectivity, which follows from
path-connectedness). We want to find a neighborhood of
y contained in f̄(V ). Since V is open, there exist compact
sets K1, . . . ,Kn ⊆ [0, 1] and open sets U1, . . . , Un ⊆̊X
such that we have

p ∈ {q ∈ Px : ∀i ≤ n, q(Ki) ⊆ Ui} ⊆ V

WLOG, write n = n1 + n2, where K1, . . . ,Kn1
63 1 and

where Kn1+1, . . .Kn 3 1. So there is ε > 0 such that
K1,K2, . . . ,Kn1 ⊆ [0, 1− ε]. Hence,

p(1) ∈ Un1+1 ∩ · · · ∩ Un
By semilocal path-connectedness, ∃W ⊆̊X : W 3 p(1),
W ⊆ Un1+1 ∩ · · · ∩ Un such that points in W are con-
nected by paths in Un1+1 ∩ · · · ∩ Un.

We claim that f̄(V ) ⊇ W . WLOG, choose ε small
enough that p([1− ε]) ⊆W . Then for any z ∈W , we can
construct a new path from x to z which stays in our basic
open subset of V as follows:

This means that p(1) = y ∈ W ⊆ f̄(V ), so f̄ is open, as
is f .

Next, we claim that f is a covering map. Choose
y ∈ X. We want an open neighborhood V 3 y such that
f−1(V ) ∼=

∐
V . Choose U 3 y such that π1(U)→ π1(X)

is trivial. Then choose V 3 y, V ⊆ U such that all points
in V are connected by paths in U . We claim that V is
our desired neighborhood.

For each [γ] ∈ π0Px,y—that is to say, for every ho-

motopy class of paths from x to y—let V[γ] ⊆ X̃ be the
collection homotopy classes [γ ∗ β], where β is some path
in U such that β(0) = γ(1) (necessarily) and β(1) ∈ V .
To complete the proof, we must show that

1. f−1(V ) =
⋃

[γ]∈π0Px,y
V[γ].

2. V[γ] ∩ V[γ′] = ∅ if [γ] 6= [γ′].

3. V[γ] is open.

4. V[γ]
∼= V via f .

We begin by proving 1 and 2, and in doing so, will con-
sider the following figure:

where α is a path starting at x and ending at some point
z ∈ V , and hence a representative of some homotopy class
[α] ∈ f−1(V ). The inclusion f−1(V ) ⊇ V[γ] is obvious;
we must show f−1(V ) ⊆

⋃
V[γ]. Take γ = α ∗ β̄, where β̄

denotes the reverse of β, we get [α] ∈ V[γ]. This proves 1.
To prove 2, we want to show that our choice of [γ] for

each [α] is unique. It is obvious that any two represen-
tatives of [α] concatenated with some β̄ yields a singular
[γ]. Now consider a single α representing [α] and β, β′ as
pictured above. Write γ = α ∗ β̄ and γ′ = α ∗ β̄′. Then
we have

γ̄′ ∗ γ = β′ ∗ ᾱ ∗ α ∗ β̄
∼ β′ ∗ β̄

This is a loop in U , and by semilocal simply connected-
ness, it is nullhomotopic. So γ ∼ γ′, as desired.
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Now assume 3, and we will prove 4. Fix [γ], and con-
sider the restriction f[γ] : V[γ] → V . This map inherits
continuity and openness from f ; hence, it is a homeomor-
phism iff it is bijective. By path-connectedness of V , f[γ]

is surjective. To show injectivity, consider the paths given
by

We have α ∼ γ ∗ β and α′ ∼ γ ∗ β′, and by the same
argument as before, by semilocal simply connectedness,
α ∼ α′, and hence [α], [α′] 7→ z ∈ V ⇐⇒ [α] = [α′].

Finally, we want to show 3, that V[γ] is open in X̃.
This is equivalent to showing that π−1(V[γ]) is open in Px,
since π is the natural quotient map. Say p ∈ π−1(V[γ]).
Then p(1) ∈ V , p ∼ γ ∗ β for a path β contained in U .
We want to show that any sufficiently close path satisfies
the same conditions.

For each t < 1, choose an open set Ut 3 p(t) such that
π1(Ut)→ π1(X) is trivial, and we have U1 = U . The sets
{p−1(Ut)} cover [0, 1], and by compactness, admit a finite
subcover {p−1(Utj )}. We can choose N sufficiently large

such that [ iN ,
i+1
N ] ⊆ p−1(Utj ) for some j, depending on

i. For a given i, write

Ui := p(p−1(Utj )) = Utj

noting that each Ui is an open set satisfying the semilo-
cal simply connectedness condition and that WLOG,
UN−1 = U . Note also that the Ui may not necessarily
be distinct, but this fact is immaterial to our proof.

For i > 0, we have p( iN ) ∈ Ui−1 ∩Ui, and hence there
is a subset Vi of this intersection whose points are con-
nected by paths in Ui−1∩Ui (for i = 0, we make a similar
choice using the open set U0). Finally, define

W =

{
q ∈ Px : q

([ i
N
,
i+ 1

N

])
⊆ Ui, q

( i
N

)
∈ Vi

}

W is a basic open set and W 3 p. It remains to be shown
that W ⊆ π−1(V[γ]). The details of this proof is left as
an exercise; a picture proof is given:

Finally, it remains to be shown that X̃ is simply con-
nected. First we show that it is path-connected. Choose
[γ] ∈ X̃ and let γt be the path obtained from the restric-

tion γ|[0,t]. The map t 7→ [γt] is a path in X̃ from [x] (the

nullhomotopy class at x) to [γ] that lifts γ. Hence, X̃ is
path-connected.

Now we show that π1(X̃, [x]) = 0. Recall the mon-
odromy action f−1{x} � π1(X,x), which is transitive

by path-connectedness. But by our definition of X̃,
f−1{x} = π1(X,x). Then the stabilizers of the mon-
odromy action must all be trivial; that is, this action
must be simply transitive. But this means that X̃ is sim-
ply connected, as desired. �

Lecture 34 — 11/22/10

Recall that if X is a topological space that is path-
connected, semilocally path-connected, and semilo-
cally simply connected, then X has a universal cover
f : X̃ → X. X̃ has an action of π1(X,x) by concatena-

tion, which is topologically free, yielding X̃/π1(X,x) =
X.

Claim 34.1. If X has a universal cover f : X̃ → X,
then X is semilocally simply connected.

Proof. For each x ∈ X, choose a neighborhood V 3 x
such that f−1(V ) =

∐
Vα. Since f maps Vα to V homeo-

morphically, a loop about x lifts to a loop in Vα 3 x̃ about
some specified x̃. So the monodromy action of π1(V, x) on
f−1{x} ⊆ f−1(V ) is trivial. But the monodromy action
of π1(X,x) is simply transitive, and hence the homomor-
phism π1(V, x)→ π1(X,x) induced by inclusion is indeed
trivial.

Taking a more visualizable approach, we know that
the lift to X̃ described above is nullhomotopic by simply
connectedness. Composition with f yields a nullhomo-
topy in X of any path, which also provides for semilocal
simply connectedness. �
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Definition 34.2. Let n ∈ N. A topological space X is
an n-manifold if ∀x ∈ X, there is a neighborhood U 3 x
such that U ∼= Rn.

Example.

1. Rn is an n-manifold.

2. The n-sphere Sn is an n-manifold.

3. The torus S1 × S1 is a 2-manifold. Any tori of
higher genus (greater number of holes) are also 2-
manifolds.

Observation 34.3. Recall that if X is a topological
space, x ∈ X, then by the monodromy action, we have a
map from the collection of covering spaces of X into the
collection of sets acted on by π1(X,x):

(f : X̃ → X) 7−→ f−1{x}

We claim that if X is path-connected, semilocally path-
connected, and semilocally simply connected, we can re-
verse this construction to yield an equivalence of cate-
gories.

Let f : X̃ → X be a universal cover of X; since the
universal cover is unique up to isomorphism of covering
spaces, we take it to be the cover previously constructed.
Let S be a set with a right action of π1(X,x). The fun-

damental group π1(X,x) also has an action on X̃: for

[γ] ∈ X̃ and [λ] ∈ π1(X,x), we take [λ][γ] = [λ ∗ γ]. Then
consider the map

g : (X̃ × S)/π1(X,x) −→ X

which takes the orbit of ([γ], x̃) to γ(1) ∈ X. Note that
this gives

g−1{x} = (f−1{x} × S)/π1(X,x) ∼= S

We claim that g is a covering map. Choosing U ⊆ X such
that f−1(U) ∼= U × π1(X,x), we get g−1(U) ∼= U × S, as
desired.

Observation 34.4. By similar means, we can show that
the collection of all path-connected covering spaces of
X maps to the subgroups H ≤ π1(X,x) and to sets of
the form π1(X,x)/H (the coset space) with an action of
π1(X,x).

For each such subgroup H, we get a covering space
X̃/H → X with

H ' π1(X̃/H, x̃) −→ π1(X,x) 	 π1(X,x)/H

where the action is the monodromy action; this yields a
bijection and an equivalence of categories, as above. For
more details, see Munkres 54.6 and Hatcher 1.36.

Example. R → S1 ∼= R/Z is a covering map, and our
above observation yields π1(S1, ∗) ' Z for any point
∗ ∈ S1.

Let us now consider the problem of computing the fun-
damental group of the doubly-punctured complex plane
with any basepoint,

π1(C− {0, 1}, x)

We notice that C − {0, 1} can be neatly represented by
the gluing of two simpler spaces,

A = {x+ yi : x < 1} − {0} ∼= C− {0}
B = {x+ yi : x > 0} − {1} ∼= C− {1}

Note that the intersection

A ∩B = {x+ yi : 0 < x < 1} ∼= C

is an even simpler space. We want to reduce the computa-
tion of π1(C− {0, 1}, x) to the computation of π1(C∗, x).

Theorem 34.5 (Seifert-van Kampen Theorem). Let X
be a space covered by two open sets U, V ⊆̊X where
U, V, U ∩ V are all path-connected. Choose a basepoint
x ∈ U ∩ V . Then the diagram

π1(U ∩ V, x) //

��

π1(U, x)

��

π1(V, x) // π1(X,x)

is a pushout of groups. This determines π1(X,x) as the
free product with amalgamation of π1(U, x) and π1(V, x).
Alternatively, this means that for every group G, giving a
group homomorphism π1(X,x) → G is equivalent to giv-
ing a pair of maps π1(U, x)→ G, π1(V, x)→ G such that
the composite maps π1(U ∩ V, x)→ G are the same.

Example. Let X = C−{0, 1}, U = {z ∈ X : <(z) < 1},
V = {z ∈ X : <(z) > 0}. We know π1(U, 1

2 ) ' Z,
π1(V, 1

2 ) ' Z, and π1(U ∩ V, 1
2 ) = 0. This determines

π1(X, 1
2 ) as the free group with two generators.

Example. Let X = S2. Choose x, y, z ∈ S2 all distinct,
and take U = S2 − {y} ∼= R2, V = S2 − {z} ∼= R2.
We have π1(U, x) = π1(V, x) = 0, and π1(U ∩ V, x) ' Z.
Then our pushout yields π1(X,x) = 0, so S2 is simply
connected.

Definition 34.6. Recall that π1(X,x) = π0Px,x. Define

π2(X,x) = π1(Px,x, 1)

Example. π2(S2, x) ' Z.
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Lecture 35 — 11/24/10

Theorem 35.1 (Seifert van-Kampen Theorem). Let X
be a topological space, X = U1 ∪ U2 for U1, U2 ⊆̊X and
U1, U2, U1 ∩ U2 all path-connected, x ∈ U1 ∩ U2, G any
group. Then for any pair of group homomorphisms

ϕ1 : π1(U1, x)→ G and ϕ2 : π1(U2, x)→ G

inducing the same homomorphism π1(U1 ∩ U2, x) → G,
there is a unique homomorphism ϕ : π1(X,x) → G com-
patible with ϕ1 and ϕ2. Equivalently, there is a pushout
diagram

π1(U1, x)

j1

��

ϕ1

##
π1(U1 ∩ U2, x)

i1

77

i2 ''

// π1(X,x)
ϕ

// G

π1(U2, x)

j2

OO

ϕ2

;;

where i1, i2, j1, j2 are the homomorphisms induced by the
relevant inclusions.

Proof. We will describe a construction of our homomor-
phism ϕ : π1(X,x) → G. Choose a loop p : [0, 1] → X
about x. For each t ∈ [0, 1], p(t) ∈ Ui for some i, so
p(t − ε, t + ε) ⊆ Ui for small ε. By compactness, we can
choose a sequence 0 = t0 < t1 < . . . < tn = 1 such that
p(ti) ∈ U1 ∩ U2 and p([ti, ti+1]) ⊆ Uj(i), j(i) ∈ {1, 2}.
Choose for each 0 < i < n a path γi from p(ti) to x which
stays in U1 ∩ U2.

Define

ϕ([p]) = ϕj(0)([p|[0,t1] ∗ γ1]) ∗ ϕj(1)([γ̄1 ∗ p|[t1,t2] ∗ γ2])

∗ · · · ∗ ϕj(n−1)([γ̄n−1 ∗ p|[tn−1,tn]])

We want to show that ϕ is a well-defined homomorphism;
uniqueness follows.

To show well-definedness, we must demonstrate that
ϕ is independent of our choice of (1) ti, (2) j, (3) p
up to homotopy (which is to say that for p ∼ q, then
ϕ([p]) = ϕ([q])), and (4) γi.

We will first show (2); that is, given

j′ : {0, . . . , n− 1} → {1, 2}

satisfying p|[ti,ti+1] ⊆ Uj(i), and making the abbreviation
qi = γ̄i ∗ p|[ti,ti+1] ∗ γi+1, we want

ϕj(i)([qi]) = ϕj′(i)([qi])

If j(i) 6= j′(i), then q is a loop in the intersection U1∩U2,
and the agreement there of ϕ1 and ϕ2 yields the desired
equality.

Next we show (4). We have

ϕ([p]) = ∗n−1
i=0 ϕj(i)([γ̄i ∗ p|[ti,ti+1] ∗ γi+1])

Suppose that δi is another path from p(ti) to x. Then

ϕj(i−1)([γ̄i−1 ∗ p|[ti−1,ti] ∗ δi]) ∗ ϕj(i)([δ̄i ∗ p|[ti,ti+1] ∗ γi+1])

= ϕj(i−1)([γ̄i−1 ∗ p|[ti−1,ti] ∗ γi]) ∗ ϕj(i−1)([γ̄i ∗ δi])
∗ ϕj(i)([δ̄i ∗ γi]) ∗ ϕj(i)([γ̄i ∗ p|[ti,ti+1] ∗ γi+1])

= ϕj(i−1)([γ̄i−1 ∗ p|[ti−1,ti] ∗ γi])
∗ ϕj(i)([γ̄i ∗ p|[ti,ti+1] ∗ γi+1])

since γ̄i ∗ δi and δ̄i ∗ γi are both paths in the intersection
U1 ∩ U2, and hence ϕj(i−1)([γ̄i ∗ δi]) ∗ ϕj(i)([δ̄i ∗ γi]) can-
cels since ϕ1 and ϕ2 are consistent on π1(U1 ∩U2, x) and
because [γ̄i ∗ δi]−1 = [δ̄i ∗ γi]. This proves (4).

Next, we show (1), that ϕ([p]) is independent of the
choice of subdivision t0 < t1 < · · · < tn. Consider an-
other subdivision 0 = s0 < s1 < · · · < sm = 1. We want
to show that

ϕt([p]) = ϕs([p])

We do this by demonstrating that both coincide with
ϕr([p]), where r is given by {ri} = {ti} ∪ {si}.

Thus, WLOG, we may assume that {ti} ⊆ {si}. By
induction on m− n, we can assume that {si} is obtained
by adding one element to {ti}. Assume

0 < t1 < · · · < ti < s < ti+1 < · · · < 1

We want to show that

ϕj(i)([γ̄i ∗ p|[ti,ti+1] ∗ γi+1])

= ϕj(i)([γ̄i ∗ p|[ti,s] ∗ β]) ∗ ϕj(i)([β̄ ∗ p|[s,ti+1] ∗ γi+1])

where β is defined, and we know that j(i) is consistent,
via the following diagram:
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Since ϕj(i) is a group homomorphism, (1) follows.
Next we will show that ϕ is indeed a group homomor-

phism. Say p = p′ ∗ p′′; we want ϕ([p]) = ϕ([p′]) ∗ϕ([p′′]).
Choose subdivisions {ti}ni=0 and {sj}mj=0 for ϕ([p′]) and
ϕ([p′′]) respectively. Condense these subdivisions to-
gether into a subdivision {rk}n+m+1

k=0 given by

rk =

{
tk
2 k ≤ n
sk
2 + 1

2 k > n

Note that p(rk) ∈ U1 ∩ U2 and that p|[rk,rk+1] ⊆ Ul for
l ∈ {1, 2}. Choose γm to be the constant path from
p(1/2) = x to x. This construction makes equality clear,
and we omit the details (of which there are few).

Finally, we show (2), that if p ∼ q, then we also
get ϕ([p]) = ϕ([q]). If p ∼ q, then there is a homo-
topy h : [0, 1] × [0, 1] → X such that h(0, t) = p(t),
h(1, t) = q(t), h(s, 0) = h(s, 1) = x.

We know that h−1(U1), h−1(U2) are an open cover of
[0, 1] × [0, 1], so by the Lebesgue number lemma (see
Munkres 27.5), ∃ε > 0 such that ∀y ∈ [0, 1]× [0, 1], Bε(y)
is contained in either h−1(U1) or h−1(U2). Then there
is N � 0 such that each square in the following grid
represents a homotopy either in U1 or in U2:

We want to show that ϕ([p0]) = ϕ([pN ]), and hence it
suffices to show that ϕ([pk]) = ϕ([pk+1]). We present a
picture, the details of which are left as an exercise.

�

Lecture 36 — 11/29/10

Recall the Seifert-van Kampen Theorem: If X is a topo-
logical space of the form X = U ∪ V for U, V ⊆̊X where
U, V, U ∩ V are all path-connected, then for x ∈ U ∩ V ,
we have

π1(X,x) ' π1(U, x) *
π1(U∩V,x)

π1(V, x)

which is to say there is a pushout diagram

π1(U ∩ V, x) //

��

π1(V, x)

��

π1(U, x) // π1(X,x)

We will now provide some applications of this theorem,
as well as some general applications of our study of al-
gebraic topology, and we note that some details will be
ommitted in our discussion.

Example. 1. π1(S2, ∗) = 0.

2. π1(C− {0, 1}) ' Z ∗ Z.

3. The 2-torus of genus 1 is given by T 2 = S1×S1. We
have π1(T 2) = π1(S1) × π1(S1) ' Z × Z. We also
know that T 2 has a universal cover R2 → T 2 given
by (x, y) 7→ (e2πix, e2πiy). So T 2 ∼= R2/(Z× Z).

Example. Let us determine the fundamental group of
the punctured torus, T 2 − {∗}. Our covering map above
yields a covering

R2 − f−1{∗} −→ T 2 − {∗}

Note that the preimage f−1{∗} is a lattice in R2, and note
also that R2 with this lattice removed is no longer simply
connected. The punctured torus can be represented as a
unit square in this lattice, given by

which represents a quotient wherein we identify the edges
labeled a with one another, and separately the edges la-
beled b with one another With the point ∗ intact, this is
the fundamental polygon of the torus.

Choose a base point x; we want to compute the group
π1(T 2 − {∗}, x). Let U = T 2 − a and V = T 2 − b.
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Then U ∪ V = T 2 − {∗}. We have U ∼= S1 × (0, 1)
and V ∼= (0, 1) × S1, and hence U ∩ V = (0, 1) × (0, 1);
note that all these spaces are path-connected. Since
π1(U ∩ V, x) = 0, van-Kampen’s theorem yields

π1(T 2 − {∗}, x) ' Z ∗ Z

the free group on two generators. Note that

π1(T 2 − {∗}) ' π1(C− {0, 1})

The space C − {0, 1} is homeomorphic to the triply-
punctured 3-sphere. The one-point compactification of
T 2 − {∗} is T 2, but the one-point compactification of
C − {0, 1} is S3 with three points identified. That is,
though we have an isomorphism of fundamental groups,
we still find that

T 2 − {∗} 6∼= C− {0, 1}

Note lastly that the group π(T 2 − {∗}, x) is generated
by [α], [β] where α and β are the lines of latitude and
longitude, respectively, which intersect x.

Now take U = T 2 − {∗} and let V be a small open
disc about x. Then T 2 = U ∪ V , and we will compute
π1(T 2, x). We know that π1(U, x) ' F ({[α], [β]}) ' Z ∗Z
and π1(V, x) = 0. Since U ∩V is the punctured open disc,
π1(U ∩ V, x) ' Z. By van-Kampen’s theorem,

π1(T 2, x) ' (Z ∗ Z) ∗Z 0

This is the free group on [α], [β] quotiented by the normal
subgroup generated by the image of the homomorphism
Z→ Z ∗Z induced by inclusion. We can deform a gener-
ator of Z (a circular path) given this inclusion

So π1(T 2, x) is the quotient of Z ∗ Z by the normal sub-
group generated by the commutator

[[α], [β]] = [α][β][α−1][β−1]

Example. Now consider the two-holed torus Σ given by

Both U and V are the torus T 2 with a disc removed;
hence, π1(U) ' π1(V ) ' Z ∗ Z. We also have U ∩ V ∼=
S1 × (0, 1), so π1(U ∩ V ) ' Z. Then van-Kampen’s theo-
rem gives

π1(Σ) ' (Z ∗ Z) ∗Z (Z ∗ Z)

This is the free group generated by [α], [β], [α′], [β′] with
a single relation, [[α], [β]] = [[α′], [β′]]−1, or equivalently,
[[α], [β]][[α′], [β′]].

In general, the torus of genus g (with g holes), Σg,
has fundamental group π1(Σg) given by the free group on
α1, . . . , αg, β1, . . . , βg modulo [α1, β1] · · · [αg, βg].

Definition 36.1. Let f, g : X → Y be continuous maps
between topological spaces. A homotopy from f to g is
a map h : X × [0, 1] → Y such that h|X×{0} = f and
h|X×{1} = g.

Definition 36.2. A topological space X is contractible
if id : X → X is homotopic to some constant map.

Example. Rn is contractible by the contraction

Rn × [0, 1] −→ Rn

(v, t) 7−→ tv

Note. If X is contractible, then π1(X) is always trivial.

Definition 36.3. A graph is a space akin to

A graph is a tree if it has no loops

Claim 36.4. Any tree is contractible and hence has triv-
ial fundamental group.

Note. Any connected graph can be made into a tree by
deleting midpoints of edges. Moreover, any connected
graph can be made simply-connected by deleting mid-
points of finitely many edges.
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Observation 36.5. Suppose our graph G only requires
one deletion.

We claim that there is a projection p : G → L that is
homotopic to idG. So π1(G, x) ' π1(L, x) ' Z.

Observation 36.6. Suppose G becomes simply con-
nected after deleting finitely many points x1, . . . , xd. Let

Ui = G− {x1, . . . , x̂i, . . . , xd}

We have π1(Ui) ' Z by our previous discussion. More-
over, G =

⋃
Ui. Then van-Kampen’s theorem yields

π1(G) ' π1(U1) ∗ · · · ∗ π1(Ud)

the free group on d generators. In general, if G is a con-
nected graph, then π1(G) is free; in the infinite case, we
write G as the infinite union of finite graphs.
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